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Introduction

The present work is the result of an experimental study of different ferroelectrics and materials related to them mostly by means of the THz spectroscopy. Although this method is very useful for characterization of condensed matter system, its potential has not been fully realized in the investigation of dielectric materials. Therefore we did not restrict ourselves to the study of particular ferroelectric systems. The THz spectroscopy has been applied to a variety of samples such as single crystals, ceramics and thin films. In some cases, the THz spectroscopy was not the main experimental technique, though the obtained THz data have given a complementary information which in combination with other methods of dielectric spectroscopy allow to improve the quantitative picture of dielectric response in the broad frequency range. This kind of results are not presented in this work. Contrariwise, we present the investigations of dielectric systems in which the results of THz spectroscopy bring deeper insight on ultrafast polarization dynamics and lead to qualitatively new results.

The measurements in the THz frequency range has been performed by two techniques: time-domain THz spectroscopy and backward-wave oscillator spectroscopy. The obtained dielectric spectra have been analyzed in combination with the results of far infrared reflection spectroscopy, low-frequency and microwave dielectric measurements. In addition, second harmonic generation measurement has been carried on $K_{1-x}Li_xTaO_3$ system.

The materials investigated in this work can be divided in two large groups. The first group includes microwave ceramics which have extremely low dielectric losses in the microwave frequency range and moderate dielectric constant. The THz spectroscopy enables estimation of the intrinsic losses in the microwave range which can be compared to the actual losses in the ceramics. Hence one can make conclusions about the dependence of the quality of ceramics on composition and preparation technology. The second group of materials are doped incipient ferroelectrics with relaxor properties. These materials are characterized by high dielectric constants and appreciable losses in the THz range. The THz measurements at different temperatures provide very important information about the phonon dynamics and various polar excitations in the THz frequency range.

The manuscript is divided into three parts. The first part gives an overview of the methods of THz spectroscopy which have been used for the measurements. It presents a comparison of these methods and discusses their advantages and drawbacks. In addition, a new method of time-domain reflection spectroscopy, developed in the frame of this work, is presented. The second part presents the results obtained for various microwave ceramics systems. The third part is devoted to the analysis of THz spectra of doped incipient ferroelectrics and to the comparison of the obtained result with those published in literature.
Part 1

Methods of THz spectroscopy

The terahertz (THz) frequency region is very important in the spectroscopy of condensed matter systems. However, until recently this region was not easily accessible because of the lack of suitable sources and spectroscopic techniques. Conventional microwave techniques are limited to below roughly 100 GHz. Fourier Transform Infrared (FTIR) spectroscopy, on the other hand, can hardly reach the frequencies below 10-15 cm$^{-1}$ (300-500 GHz) because of insufficient brightness of incoherent sources. In addition, FTIR spectroscopy measures only the intensity transmission or reflection function and hence does not allow direct determination of the real and imaginary parts of the response function without using Kramers-Kronig relations or some appropriate fitting models. From this point of view it is very useful to develop quasioptical phase sensitive techniques which can perform measurements of complex transmission or reflection functions. However the key problem for realization of such an experiment is the development of powerful broadband or tunable sources of coherent THz radiation. This is a complicated task that was solved in two different ways (we do not discuss synchrotron and free-electron laser radiation here). The first way consists in extension of the emission range of microwave vacuum devices towards millimeter wavelength region. As a result the tunable monochromatic generators - Backward Wave Oscillators (BWOs) were developed in the 1960s. Then the method of coherent-source submillimeter spectroscopy (or BWO spectroscopy) was developed and applied to the investigation of dielectric properties of a wide range of substances (ferroelectrics, superionic conductors, superconductors etc.) [1,2]. The second method of generation of coherent THz radiation has become possible with appearance of commercially available ultrafast lasers. It is based on electro-optical generation and detection of electromagnetic transients using femtosecond laser pulses. These transients (THz pulses) are single-cycle bursts of electromagnetic radiation with typical duration around 1 ps. Their spectra typically cover frequency region from 100 GHz up to several THz. The spectroscopic technique utilizing coherent broadband THz pulses is called terahertz time-domain spectroscopy (TDTS). Starting from 1990s TDTS has been applied to studying a great variety of materials, including dielectrics [3], semiconductors [4], superconductors [5], organic materials [6] etc. Recently, additional new promising way of generation of tunable monochromatic THz radiation based on nonlinear frequency mixing of dual-wavelength laser beam has been realized [7]. In perspective, the whole THz source of such type can be incorporated into a single laser diode. The advantage of this method would be the low-cost and compactness comparing to the BWOs and femtosecond lasers. However, cw-THz sources are in the initial stage of development...
and no application for THz spectroscopy has been reported yet.

The comparison of frequency regions covered by the above mentioned spectroscopies is shown in Figure 1.1. TDTS is able to reach higher frequencies (up to 80 cm$^{-1}$ or more) than BWO spectroscopy and is more convenient in the sense that a single measurement allows to characterize the whole accessible frequency range while BWO spectroscopy requires about 10 separate measurements with different BWOs to fully cover the accessible frequencies. On the other hand, the main advantage of BWO spectroscopy is connected to the fact that the radiation power of BWO increases towards low frequency limit of these sources (about 1 cm$^{-1}$). Thus it is possible to perform reliable measurements at the lowest accessible frequencies of BWO spectroscopy. In contrast, TDTS is less suitable for the measurements below 5 cm$^{-1}$. Thus each of this two methods has its advantages in particular investigation.

1.1 Principles of BWO spectroscopy

1.1.1 Backward wave oscillators

Figure 1.2 shows schematically the arrangement of the BWO, which is similar to conventional electrovacuum diode and triode. When the heater (1) is switched on, the cathode (2) emits a beam of electrons (3) which, accelerated by a high anode (4) voltage, travels in vacuum toward the anode (collector). The electron beam collimated by an external magnetic field (magnet 5) flies over a comb-like fine-structure electrode (6) (slowing system) intended to transfer the kinetic energy of the electrons to the electromagnetic field. Actually, moving in the periodic potential of the slowing system, the electrons are grouped periodically in bunches and induce an electromagnetic wave (7) traveling in the opposite direction to the electrons (backward wave). This radiation comes out through an oversize waveguide (8). The velocity of the electrons, and thus the radiation frequency, are determined by the magnitude of the accelerating field.

Despite of simple construction, production of BWOs is highly sophisticated task since reaching of shorter wavelengths imposes conflicting requirements on the electrical and geometrical parameters of these devices. Within a particular device one should
Figure 1.2: Schematic diagram of backward wave oscillator: 1 - heater, 2 - cathode, 3 - electron beam, 4 - anode, 5 - permanent magnet, 6 - slowing system, 7 - electromagnetic wave, 8 - waveguide, 9 - water cooling.
combine a large number of small gaps (millimeters and fractions of millimeter) with high voltages (up to 6 kV), high temperatures (up to 1200°C on the cathode) and high vacuum (up to $10^{-6}$ Pa). The electron current density in the beam has to be increased up to 150 A/cm$^2$.

Figure 1.3 shows output power of BWO sources in the whole accessible frequency range (from 1 cm$^{-1}$ to 40 cm$^{-1}$). The output power of BWO seems to look like a random function of frequency, though, it is highly reproducible for a particular source. The BWO output power power may change by one or two orders of magnitude between the minima and maxima of the BWO’s spectral pattern. This is a disadvantage of BWO spectroscopy: the measurement error is different for different points of the spectra. However, careful estimation of the errors and repeating of the measurements several time allows obtaining reasonable data in most cases. On the other hand, the great advantage of BWO spectroscopy is its high resolution. It depends on many factors such as quality of BWO, stability of cathode voltage and heater current and so on. Typically the monochromaticity of the BWO radiation and its frequency reproducibility under high voltage tuning conditions can be maintained at the level of $\Delta f \approx 10^{-5} f$.

1.1.2 Detectors of BWO radiation

The BWO’s radiation can be detected either by microwave methods (crystal detectors with point contact) or by methods of infrared spectroscopy (thermal and photoelectric detectors).

The most commonly used detector of BWO radiation is acousto-optical Golay
cell. Its sensitivity is about $\approx 10^{-10} - 10^{-11}$ W Hz$^{-1/2}$ which is several times higher than of the pyroelectric detectors. The main advantage of Golay cell is frequency-independent response in the whole sub-mm wavelength range and ability to operate at room temperature. The dynamical range is 40 dB and the saturation power is about 0.1 mW. Thus the Golay detectors most optimally correspond to the power characteristics of BWO sources with the exception of the sources at the low and high frequency edge of the available spectrum.

Microwave crystal detectors are more suitable for the millimeter wavelength range, where they have an appropriate sensitivity $\approx 10^{-11}$ W Hz$^{-1/2}$ and the response time $\approx 10^{-9}$ s. They work at room temperature, they are simple to operate and commercially available. Their main drawback is the frequency selectivity. The detector heads are usually used in a waveguide variant which implies a narrow-band spectral tunability. Therefore microwave detectors are rarely used in BWO spectrometers in the frequency range above 3 cm$^{-1}$.

The output power of BWOs which covers the highest accessible frequencies (30-40 cm$^{-1}$) is too weak to be reliably detected by the Golay cell. For the measurements with these sources more sensitive detectors like He-cooled silicon bolometers have to be used. They have high sensitivity ($10^{-11} - 10^{-13}$ W Hz$^{-1/2}$), but comparatively large response time ($\approx 10^{-2} - 10^{-3}$ s). Besides high frequency range they can be used for the transmission measurements of highly absorbing samples where the transmitted signal is weak.

1.1.3 Principal schemes of BWO spectroscopy setup

All BWO measurements mentioned in further sections were performed using the BWO-based spectrometer ”Epsilon”. Among the variety of known BWO setups it is distinguished by two features: a rapid, reproducible, high-precision, wide-range scanning of the frequency and a unique equipment for dielectric measurements [8].

The acquisition system of ”Epsilon” consists of a detecting unit (Golay cell or He-cooled bolometer), an amplifier synchronized with a 25 Hz radiation modulator (chopper) and a sampling-storage-reset circuit. The dynamic range of electronic registration unit is $10^4$. Taking into account the dynamical range of optical attenuator ($10^3 - 10^4$) it provides a value of $10^7 - 10^8$ for the whole spectrometer.

The measuring section of the spectrometer can be adapted either for transmission or reflection measurements (Figure 1.4). While the specific measuring geometry depends on the choice of the experimental method, the basic invariable principles of its construction are the following: the radiation propagates in free space; a beam with a diameter $\approx 40$ mm is formed by dielectric lenses or by metallic parabolic mirrors; plane one-dimensional wire grids with a period $L \ll \lambda$ ($\lambda$ is the radiation wavelength) are used as polarizers and beam splitters; the sample is placed in a channel tightly pressed against a metallic diaphragm. In both measuring geometries the radiation impinges under normal incidence onto the sample which is prepared in the form of plane-parallel plate. Depending on the method used, the measurable quantities can either be the intensity transmission coefficient $T$ of the sample and the phase shift $\phi$ of the transmitted wave, or the intensity reflection coefficient $R$ (the reflected wave phase shift $\psi$ is not measurable, see below). The mathematical relationships connecting these measurable quantities with real and imaginary parts of the complex refractive of bulk sample ($n$ and $\kappa$) are well known in optics [9].
Figure 1.4: Scheme of the BWO-spectrometer "Epsilon": (a) - transmission geometry, (b) - reflection geometry. 1 - BWO, 2 - polarizer, 3 - wire-grid beam-splitters, 4 - sample, 5 - analyzer, 6 - detector, 7 - parabolic mirror, 8 - absorber, L - teflon lens, M1 and M2 - moving mirrors.
\[ T = e^{- \frac{4\pi nd}{\lambda}} \left( (1 - R)^2 + 4R \sin^2 \psi \right) \left( 1 - Re^{- \frac{4\pi nd}{\lambda}} \right)^2 + 4R e^{- \frac{4\pi nd}{\lambda}} \sin^2 \left( \frac{2\pi nd}{\lambda} + \psi \right), \] (1.1)

\[ \phi = \frac{2\pi(n-1)d}{\lambda} - \arctan \left( \frac{\kappa(n^2 + \kappa^2 - 1)}{n(n^2 + \kappa^2)(n+2)} \right) + \arctan \left( \frac{Re^{- \frac{4\pi nd}{\lambda}} \sin^2 \left( \frac{2\pi nd}{\lambda} + \psi \right)}{1 - Re^{- \frac{4\pi nd}{\lambda}} \cos^2 \left( \frac{2\pi nd}{\lambda} + \psi \right)} \right), \] (1.2)

\[ R = \frac{(n - 1)^2 + \kappa^2}{(n + 1)^2 + \kappa^2}, \]

\[ \psi = \arctan \left( \frac{2\kappa}{n^2 + \kappa^2 - 1} \right), \] (1.3)

where \( d \) is the sample thickness. Obviously, any pair of quantities from \( T, \phi, R \) and \( \psi \) can be used to calculate \( n \) and \( k \). However, different pairs of measurable quantities are not equivalent in providing the maximal accuracy of the optical constants determination. It turns out that under nearly identical conditions, the \( T \) and \( \phi \) pair gives the best results. This method is the most preferable in dielectric measurements and is always used when the radiation power is sufficient to penetrate through the sample and to be registered by the detector.

The essential part of BWO-spectrometer in transmission geometry is Mach-Zehnder interferometer (see Figure 1.4) containing two wire-grid beam-splitters and two mirrors (M1 and M2). The measurement in basic \((T, \phi)\)-configuration consists of two stages. First the power transmission dependence on frequency \( T(f) \) is measured in a simple transmission geometry, the empty branch of interferometer (containing M1) is blocked during this measurement. Transmission is determined as the ratio of BWO signals recorded when the sample is inside measuring branch (sample signal) and when the sample is removed (calibration signal). In this way all the instrumental factors are canceled out and \( T(f) \) is directly obtained. The second stage involves the recording of \( \phi(f) \). Both branches of Mach-Zehnder interferometer are used in this process. During the frequency scan, the position of the mirror M1 is continuously adjusted by the computer feedback system in order to sustain the interferometer in balanced state (zero signal on the detector). The measured quantity in this case is the mirror displacement \( \Delta(f) \). In other words, the spectrometer registers the change in the optical thickness of the sample vs. frequency. The phase spectrum is then equal to

\[ \phi(f) = \frac{2\pi}{c} f[\Delta(f) - \Delta_0(f)] + 2\pi m, \] (1.4)

where \( c \) is the speed of light, \( m \) is the phase order and \( \Delta_0(f) \) is the calibration measurement without the sample.

Having performed the measurement in \((T, \phi)\)-configuration one can calculate complex refractive index of the sample material solving numerically the system of two equations (1.1 and 1.2). However, for the correct definition of the phase factor in Equation 1.2 one has to specify the phase order \( m \). This is consequence of the fact that during a phase measurement the interferometer is kept balanced near the approximate minimum of interference. Usually the phase order can be easily estimated...
knowing the sample thickness and an approximate value of refractive index. Furthermore, the frequency range of each particular BWO source is quite narrow so that the corresponding phase change is smaller than \(2\pi\) even for highly dispersive materials. Thus the phase order can be set as a constant for one measurement.

Dielectric parameters of the material are related to the real and imaginary parts of the complex refractive index by simple formulas:

\[
\begin{align*}
\epsilon' & = n^2 - k^2, \\
\epsilon'' & = 2nk, \quad (1.5) \\
\sigma' & = 2\pi f \epsilon_0 \epsilon'', \\
\sigma'' & = 2\pi f \epsilon_0 \epsilon', \quad (1.6)
\end{align*}
\]

where \(\epsilon', \epsilon''\) and \(\sigma', \sigma''\) are real and imaginary parts of permittivity and conductivity respectively, \(\epsilon_0\) - the permittivity of vacuum. Taking into account typical technical specifications of BWO-spectrometer and assuming that the bulk sample thickness can be reduced to a few tens of micrometers, the values of \(\epsilon', \epsilon'' \approx 1000\) \((\sigma \approx 100 \, \text{\Omega}^{-1}\text{cm}^{-1})\) are accessible for measurements with "Epsilon" spectrometer in the transmission geometry. The average accuracy of such dielectric measurements over a wide frequency range is \(\approx 5\%\) for \(\epsilon'\) and \(\approx 10\%\) for \(\epsilon''\). However the measurement accuracy may be lower at the lowest and highest parts of the accessible spectral range (near 1 and 40 \(\text{cm}^{-1}\)) because of the low power of high frequency BWO and because of the strong parasitic diffraction and interference effects at low frequencies.

If the sample has high dielectric loss and is opaque in the submm range, the transmission geometry cannot be used for the measurement. In this case, dielectric properties can be determined from the analysis of the reflectivity. The reflection geometry of BWO spectrometer is depicted in Figure 1.4b. In contrast to transmission setup, the reflection geometry is similar to the Michelson interferometer with one beam-splitter. The beam focused by the parabolic mirror reflects back from the sample which plays the role of end mirror in one branch of the interferometer. Second branch of the interferometer is blocked by an absorber. The radiation reflected from the sample is directed to the detector by the beam-splitter. Thus one can measure power reflectivity of the sample as a ratio of sample and calibration signals, in analogy with the first stage of transmission measurements. For the calibration measurement in reflection geometry a silver or aluminium mirror with almost 100\% reflectivity is used.

In principle, the second stage of reflectivity measurements which determines the phase shift \(\psi(f)\) is possible if we place a mirror in the second branch of Michelson interferometer. Then the calculation of complex refractive index using Equation 1.3 becomes possible. However, as the THz radiation is directly reflected on the sample surface, the phase shift induced by the sample is much smaller than in the transmission experiment where it is proportional to the sample thickness. In other words, it means that \(\psi(f) \ll \phi(f)\). Therefore even small errors in the phase lead to appreciable errors in the determination of complex refractive index. This fact is demonstrated in Figure 1.5. The curves in the plane of the complex refractive index correspond to constant values of the reflectance amplitude and adjacent points correspond to the difference in the reflectance phase induced by a 1\(\mu\)m-shift of the sample for frequency 1 THz. The shape of the curve remains unchanged for other frequencies while the
Figure 1.5: Complex refractive indices corresponding to the same reflectance amplitude. Adjacent points correspond to a phase change equivalent to 1 µm displacement of the sample. The values are calculated for normal incidence and frequency 1 THz.

spacing between points is inversely proportional to the frequency. For a low absorption index (close to the real axis) the slope of the curves is almost vertical. Therefore a small phase error leads to large errors in the calculated absorption index. On the other hand, when the refractive and absorption indices are comparable, the slope is horizontal and error in the real part of refractive index becomes dominant. Thus the requirements for the relative alignment of the sample and reference mirror are very strict in reflection geometry: spatial shift - less than 1 µm, angular misalignment - less than a few mrad. It is almost impossible to fulfil these requirements in BWO spectrometer, especially in the case when the sample is placed inside a cryostat. Therefore ”Epsilon” is used only for the determination of reflection amplitude which is then used to extend the spectra obtained by means of FTIR reflection spectroscopy (see Section 1.3).

The transverse size of the samples for BWO spectroscopy (as well as for TDTS) has the limitation which depends on the measuring geometry and the frequency range. In the reflectivity measurements one has to ensure that the detected signal is reflected only from the sample and not from the front aperture. Otherwise it can lead to an error in determination of the reflectivity amplitude. It is known from the optics that the beam cannot be focused to a spot smaller than the wavelength of radiation. It implies the sample transverse size to be larger than the wavelength, usually at least by three times. In other words, if we want to measure the reflectivity spectrum around 100 GHz (wavelength - 3 mm) then the sample should have diameter larger than approximately 9 mm.
1.2 Principles of time-domain THz spectroscopy

1.2.1 Femtosecond laser systems

TDTS is approximately 20 years old. Unlike other spectroscopic techniques which were developed gradually, its birth can be traced rather precisely and was related to the progress in the femtosecond laser technology. Femtosecond laser sources which uses Ti:sapphire crystal as an active element have become widely available commercially within last decade and are easy-to-use nowadays.

The main principle of ultrashort pulse generation consists in the phase synchronization of the modes in the laser cavity. The mode frequencies of the laser are equal to \( \nu_q = qc/2L \) (where \( q \) is an integer number, \( c \) speed of light and \( L \) the optical length of the laser cavity). The ultrafast lasers oscillate in multimode regime when the phases of the modes are fixed (locked) in time with respect to each other. It is illustrated in Figure 1.6. The time profiles of the output energy flux (proportional to \(|E|^2\)) are shown for different operation regimes. Figure 1.6a shows the flux of a single mode, Figure 1.6b the result of interference of two modes, and Figure 1.6c and Figure 1.6d interference of twelve modes. In the case of Figure 1.6c, the phases of modes were chosen randomly and resulting intensity looks like a noise with weak signs of periodicity. In real laser systems the number of modes is much larger than twelve and the output intensity is quasiconstant in time. In the case of Figure 1.6d, all twelve mode have the same phase, and the time profile of the flux shows a periodic repetition of a strong pulses (note the different scales in Figure 1.6) resulting from the constructive interference of the twelve modes. It is easy to demonstrate that the period of obtained pulses \( T = 2L/c \), i.e. equal to the pulse round-trip in the laser cavity. On the other hand, as it is seen in Figure 1.6, the pulse duration decreases with increase of the number of laser modes. More precisely, the pulse duration is equal to

\[
\Delta \tau = \frac{2\pi}{m \Delta \omega},
\]

where \( m \) number of the laser modes and \( \Delta \omega = c/2L \) distance between them [10]. Such pulses, obtained by assuming that the initial phases are rigorously equal, are said to be Fourier-transform-limited and the laser is said to be "mode-locked". From Equation 1.7 one can see that the generation of the shorter pulses requires a spectral broadening of the gain profile of active medium in the laser \( \Delta \omega_{gain} \approx m \Delta \omega \).

In order to force the laser to operate in mode-locked regime one has to modify the cavity in such a way that the pulsed radiation will have lower losses in cavity than quasicontinuous radiation. There are two main mode-locking methods developed so far:

- **passive mode-locking** resulting from the insertion of a saturable absorbing medium or another passive element into the cavity in order to select a single pulse;

- **active mode-locking** resulting from an external modulation at frequency \( \Delta \omega \) either of the cavity losses (by inserting an acousto-optical crystal inside the cavity, for instance) or of the gain of the amplifying medium (synchronous pumping).

The Ti:sapphire femtosecond laser, in which mode-locking is especially simple to obtain, works in modified passive mode-locking regime, so called "self-locking" of the
Figure 1.6: Illustration of the laser cavity modes interference resulting in pulse generation. (a) single mode, (b) two modes in phase, (c) twelve modes with random phases, (d) twelve modes with the same phase
modes. It makes use of nonlinear properties of Ti:sapphire crystal which serves as an amplifying medium and passive nonlinear filter at the same time. The fact that the amplifying medium is nonlinear implies that its refractive index is a function of the intensity (Kerr effect): $n = n_0 + n_2 I$. The laser beam with Gaussian intensity profile therefore feels an inhomogeneous refractive index as it passes through the medium. If $n_2$, the nonlinear coefficient of the refractive index, is positive, the crystal behaves like a convergent lens (Kerr lens). However, such a focusing is intensity dependent. It means that the strong pulse in the laser cavity will be much more strongly focused than the weaker quasicontinuous wave (see Figure 1.7). The strong pulses, whose transverse size have been reduced, are usually less subject to losses in the cavity than the weaker intensities, which have larger cross-section, so they are enhanced. Often an adjustable slit is introduced into laser cavity to make this effect more pronounce (less focused weak radiation is cut off by the slit). Clearly, the intensity-differentiated self-focusing associated with the natural cavity losses plays a part similar to that of the saturable absorber in the passive mode-locking method.

Due to the very broad spectrum of amplification (> 50 nm at 800 nm wavelength) of Ti:sapphire and fast nonlinear response of sapphire the laser systems based on Ti:sapphire enables generation of light pulses shorter than 100 fs \[10\]. In our TDTS measurements femtosecond laser "Mira Seed" by COHERENT has been used for generation of ultrashort light pulses with following characteristics:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pulse length</td>
<td>50 - 80 fs</td>
</tr>
<tr>
<td>spectral bandwidth</td>
<td>15 - 40 nm</td>
</tr>
<tr>
<td>repetition rate</td>
<td>76 MHz</td>
</tr>
<tr>
<td>energy per pulse</td>
<td>8 nJ</td>
</tr>
<tr>
<td>average power</td>
<td>650 mW</td>
</tr>
<tr>
<td>pulse peak power</td>
<td>140 kW</td>
</tr>
</tbody>
</table>

In some cases, such as generation of THz radiation via optical rectification (see below) and other nonlinear conversions of femtosecond pulses, higher pulse energy
is required. It can be achieved using ultrafast laser amplifiers. Amplification of short pulses is similar to that of any optical radiation. A gain medium is pumped by an external source of radiation, which in most cases is a laser. Short pulses are amplified during propagation through the amplifier medium. To make amplification more efficient, multipass amplification technique is frequently used. It is based on a special cavity geometry in which amplified pulse passes through the active medium several times (typically from four to eight). In this way, total gain increases by several orders of magnitudes and pulses with energies above 1 mJ can be produced. However, a problem arises from the high fluence used in these amplifiers, which for short pulses leads to intensities above the damage threshold of the amplifying media. To avoid this problem a pulse is first stretched by a large factor (typically 1000) in order to reduce its peak power, safely amplified, and finally compressed to its initial duration \[11\]. Increase in the power of pulses is accompanied by decrease in the repetition rate so that the mean power does not increase dramatically. Our TDTS setup uses Quantronix "Odin" multipass femtosecond amplifier which allows to amplify femtosecond pulses generated by "Mira Seed". Amplified pulses on the output of "Odin" have following characteristics:

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse length</td>
<td>50 fs</td>
</tr>
<tr>
<td>Spectral bandwidth</td>
<td>(\approx) 30 nm</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>1 kHz</td>
</tr>
<tr>
<td>Energy per pulse</td>
<td>1 mJ</td>
</tr>
<tr>
<td>Average power</td>
<td>1 W</td>
</tr>
<tr>
<td>Pulse peak power</td>
<td>25 GW</td>
</tr>
</tbody>
</table>

In TDTS setup the train of ultrashort optical pulses generated by a femtosecond laser splits into two beams. The first more intense beam, so called "pump beam", serves for the generation of THz pulses, while the second much weaker "sampling" beam is used for the time resolved detection of THz pulses. There are two most commonly used ways of generation and detection of pulsed THz radiation which are described below.

### 1.2.2 Generation of THz pulses

Historically the first sources of coherent THz transients were based on photoconductive switches irradiated by femtosecond laser pulses \[12\]. The free carriers induced by the femtosecond optical pulse are accelerated in an applied electric field and emit electromagnetic radiation. Finally, the photoexcited free carriers are trapped or recombine and the current density returns to its steady value. Far from the emitter the on-axis field is given by time derivative of the current density. The exact shape of the produced electromagnetic transient depends on the characteristics of both the semiconductor material and the switch construction itself. In the case of pure monocrystalline semiconductor materials, the carrier lifetime is typically much longer than the timescale of interest, so that upon excitation the current will flow continuously in the device until the capacitance on voltage supply is discharged. Then, after the carriers recombine, the bias voltage slowly recovers its initial value; the device is ready for the next laser shot. Using this technique, subpicosecond transients have been achieved. Yet, even better performances are obtained when the current flows for the reduced
amount of time comparable with the duration of THz pulses. Several semiconducting materials have been established to have the reduced sub-picosecond carrier lifetime: radiation-damaged silicon-on-sapphire (RD-SOS) \[13\], low-temperature-grown GaAs (LT-GaAs) \[14\] and other.

There are two common schemes of photoconductive switches for THz field generation. A point source developed by Fattinger and Grischkowsky \[15\] consists of two aluminium electrodes separated by a few micrometers sputtered on radiation-damaged silicon. The size of emitting antenna in this case is much smaller than the generated wavelength and the device has radiation characteristics similar to that of the elementary dipole. Therefore a spherical sapphire or silicon lens has to be applied to the the emitter substrate in order to collimate emitted radiation. Another THz generation scheme was demonstrated by Hu \textit{et al.} \[16\] and has a typical spacing between the electrodes of 1 cm, i.e. much larger than the wavelength of generated THz radiation. As a result, the divergence of THz beam is greatly reduced. Thus the spherical lens is not necessary in the scheme. Moreover, an important advantage of this emitter is the possibility to scale up the energy of femtosecond pump pulses, because the active area of the emitter is much larger than that of the point source. In this way, generation of THz pulses of nearly 1\(\mu\)J energy has been demonstrated \[17\].

Besides photoconductive switching, the nonlinear optical properties of dielectric crystals can be utilized to achieve generation of THz pulses. The effect used for this purpose is called optical rectification and takes place in noncentrosymmetric crystals. The polarization induced in a material can be written as the Taylor expansion of the electric field of the incident femtosecond optical pulse

\[
P(t) = \chi_1 E(t) + \chi_2 E^2(t). \tag{1.8}
\]

The electric field of short laser pulse can be expressed as

\[
E(t) = A(t) \cos \omega_0 t, \tag{1.9}
\]

where \(A(t)\) is the pulse envelope and \(\omega_0\) is the carrier frequency. According to Equation \[1.8\], the induced polarization is not equal for two opposite directions of the applied electric field, if \(\chi_2 \neq 0\). Then the nonlinear polarization, \(P_2(t)\), can be decomposed into two terms, according to the following expression

\[
P_2(t) = \chi_2 E(t)^2 = \frac{\chi_2 A^2(t)}{2} + \frac{\chi_2 A^2(t)}{2} \cos 2\omega_0 t. \tag{1.10}
\]

The second term is associated with a carrier frequency \(2\omega_0\) and describes the well-known process of second-harmonic generation. The first term is directly proportional to the pump pulse intensity and does not contain any carrier frequency. Thus it represents transient pulse of electric field with spectrum around THz frequency region. The effect of optical rectification has close analogy with widely-used rectification effect in electronic devices.

Optical rectification in LiNbO\(_3\) observed by Yang \textit{et al.} \[18\] was the first process used for the generation of microwave pulses from the picosecond laser pulses. Further development of this method allowed generation of freely propagating radiation \[19\] and thus its implementation to various THz experiments has become easier. An important advantage of optical rectification technique consists in a very fast polarization response
related directly to the ionic or electronic nonlinear polarizability of dielectric crystal which allows to extend the spectrum of generated THz pulses [20].

A number of materials has been used to obtain the THz radiation via optical rectification effect. Several examples can be mentioned: ZnTe crystals produce THz radiation under phase-matching conditions in the frequency range from 100 GHz up to 3 THz [21]; resonant optical rectification in GaAs [22], InP and CdTe [23] when the photon energy of the excitation beam exceeds the band gap; organic crystals with high electronic polarizability and correspondingly huge optical nonlinearity such as DAST (dimethyl amino 4-N-methylstilbazolium tosylate) [24] and derivatives of MNA (2-methyl-4-nitroaniline) [25].

Since the intensity of optically rectified THz signal is proportional to the square of the pump pulse intensity, the optical rectification becomes more efficient as the power of pump optical pulses increases. The efficiency of optical rectification is limited only by the process of two-photon absorption which is not negligible at high pump intensities. On the other hand, the light absorption process in the photoconductive switches saturates at lower pump intensities and the pump pulse penetrates deeper inside the semiconductor. The free carriers generated far from the surface screen the THz radiation produced near the surface. Thus the overall efficiency of THz generation does not increase proportionally to the pump intensity. Therefore photoconductive emitters are more suitable for non-amplified femtosecond laser systems, while the optical rectification is very efficient with powerful amplified ultrashort laser pulses.

1.2.3 Detection of THz pulses

In contrast to common methods of optical spectroscopy which determine the time average of the radiation intensity, TDTS measures a time profile of THz pulse electric or magnetic field. It allows extracting amplitude and phase information from a single measurement. Thus, in this respect, TDTS has similar capabilities as BWO spectroscopy. The idea of time-resolved detection consists in the gated detection of radiation. The sampling optical pulse switches on detection of THz field only during the short time compared to the duration of pulse. By varying delay between sampling and pump (or THz) pulses we can scan full time profile of the THz pulse as it is illustrated in Figure

In analogy with the generation of THz radiation, the gated detection of freely propagating THz pulses is performed usually by photoconductive antennas [26] or electro-optic sampling [27]. In the former case, the sampling pulse generates free carriers in the gap of photoconductive dipole antenna. During the photocarrier lifetime there is a current which is proportional to the amplitude of the received THz field applied across the gap. This current is converted to a voltage by a current amplifier connected to the feed lines of the antenna [26]. Upper frequency detection limit of this structure is determined by the photoconductivity response. The photocurrent response can be written as a convolution of the transient photoconductivity $\sigma(t)$ and the THz electric field $E(t)$ across the photoconductor:

$$J(t) = \int \sigma(t-t')E(t')dt',$$  \hspace{1cm} (1.11)

where $J(t)$ is the photocurrent transient. $E(t)$ becomes approximately proportional to $J(t)$ when the photoconductivity response time is much shorter than the THz wave-
form. Therefore only the semiconductor materials with extremely short lifetimes such as LT-GaAs (lifetime $\simeq 300$ fs) \cite{14} or RD-SOS and can be used in photoconductive detectors. Moreover, the electric field across the photoconductor can differ from that of the free propagating THz pulse due to the frequency-response of the antenna structure. In the approximation of point dipole, the detection efficiency is proportional to $\omega$. Thus the low-frequency detection limit of photoconductive antennas is determined by their frequency response while the high-frequency limit depends on the photoconductivity response.

Electro-optic sampling is based on linear electro-optic effect (Pockels effect). The electric field $E_{THz}$ of the THz pulse induces an instantaneous birefringence in an electro-optic crystal $\Delta n \propto E_{THz}$, \(1.12\)

which influences the polarization state of an optical sampling pulse which propagates collinearly with the THz pulse (Figure 1.8). In a crystal with thickness $L$, the phase shift between the ordinary and extraordinary part of the sampling beam is

$$\Delta \varphi = \frac{\omega}{c} \Delta n L. \quad (1.13)$$

As a result, linearly polarized sampling pulse changes into a slightly elliptically polarized pulse. After this, beam passes through a $\lambda/4$-plate which changes its polarization to almost circular. The deviation from polarization circularity then can be detected by a pair of balanced photodiodes which measure intensities of vertical and horizontal components of the sampling beam. The difference between these intensities equals

$$\Delta I = I_0 \sin \Delta \varphi, \quad (1.14)$$

where $I_0$ is the intensity of sampling beam. For sufficiently small values of $\Delta \varphi$ (for $E_{THz} = 10$ kV/cm $\Delta \varphi \approx 0.2$ rad) the measured signal is directly proportional to $E_{THz}$. Advantage of the described detection scheme is its insensitivity to the weak
parasite light signals because both photodiodes measure rather intense sampling signals. The difference signal is modulated by the modulation frequency of THz radiation (see Section 1.2.4) and can be reliably detected using lock-in amplifier. When the femtosecond amplified laser system is used and the repetition rate of the femtosecond pulses is of kHz order, additional improvement of the detection can be achieved using time-selective amplification by box-car amplifier. Signal-to-noise ratio (SNR) of detected THz waveform electric field higher than 10000:1 can be achieved in this case with this kind of electro-optic detection. Other electro-optic detection arrangements are not so efficient. For example, it was demonstrated that in crossed polarizers geometry the signal can be maximized by choosing appropriate (small) phase compensation so that the resulting SNR is about 200:1 only \[28\].

The materials which are used in optical rectification emitters of THz radiation also used for electro-optic sensors, because in both cases large nonlinear response is needed for high performance. Therefore the most popular materials for free space electro-optic sampling are ZnTe \[29, 30, 31\] which is commonly used in the range from 0.1 THz to 3 THz, GaP \[32\] and DAST \[33\].

Time-delay scans of the sampling pulse allow to determine the THz waveform using electro-optic detection. However, similarly as in the case of photoconductive detection, the measured waveform $E_{\text{meas}}(t)$ will differ from the real THz electric field $E_{\text{THz}}(t)$. In the case of ideal electro-optic crystal without any dispersion $E_{\text{meas}}(t)$ is a convolution of $E_{\text{THz}}(t)$ and the intensity profile of the sampling pulse. In the real cases, the situation is more complicated due to the group velocity dispersion (GVD) in the sensor. In a crystal with polar phonon modes appreciable difference exists between group velocity of optical and THz pulse which produces time-walkoff which increases as these pulses pass through the crystal. For example, in (011)-oriented ZnTe $n_g = 3.22$ at $\lambda = 800$ nm and $n_g \approx 3.2$ at 1 THz \[21\] and the walkoff is 67 fs/mm. It means that 1 mm thick ZnTe sensor will produce walkoff which will average sensor response on 67 fs time interval. This fact together with GVD leads to the limitation of electro-optic sensor thickness and the signal value which is proportional to $L$ (see Equation 1.13).

1.2.4 Principal schemes of TDTS setup

Transmission setup

The scheme of time-domain THz transmission spectroscopy (TDTTS) setup used in our measurements is shown in Figure 1.9. The horizontally polarized beam of femtosecond pulses generated by the laser system is divided by a beam-splitter into pump and sampling beams with intensities 96% and 4% of the initial beam. The pump beam is modulated by a mechanical chopper and excites emitter which generates THz radiation. This radiation is focused by an ellipsoidal mirror on the measured sample fixed to a diaphragm. Having passed through the sample, the THz beam is focused on the electro-optic sensor (1 mm thick (011)-oriented ZnTe) by another ellipsoidal mirror. Meanwhile, the sampling beam passes through an optical delay line and $\lambda/2$-plate which changes its polarization to vertical. Then it is directed to the sensor by a pellicle beam-splitter (several $\mu$m thick mylar, denoted by dash line in Figure 1.9) which is fully transparent for THz radiation but reflects some part of the optical sampling beam. Having passed through the sensor, the sampling beam splits into
vertical and horizontal components by the analyzer which is the Wollaston prism in our case. The difference between intensities of these components measured by ordinary silicon photodiodes is detected by a boxcar amplifier synchronized with the repetition frequency of femtosecond pulses and then by a lock-in amplifier synchronized with the chopper frequency. The position of optical delay line is controlled by the computer. Changing the delay by small steps one is able to scan time profile of the THz waveform. The scanning limits are determined by the mechanical limits of the optical delay line.

The typical parameters of our TDTTS setup based on an amplified femtosecond laser system are listed below

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pump beam power</td>
<td>410 mW</td>
</tr>
<tr>
<td>peak $E_{THz}$</td>
<td>5.7 kV/cm</td>
</tr>
<tr>
<td>chopper frequency</td>
<td>37 Hz</td>
</tr>
<tr>
<td>energy per pulse</td>
<td>1 mJ</td>
</tr>
<tr>
<td>SNR of $E_{THz}$</td>
<td>$\approx 10^4$</td>
</tr>
<tr>
<td>THz frequency range</td>
<td>0.1 – 2.5 THz</td>
</tr>
</tbody>
</table>

The setup is additionally equipped with liquid He-cooled continuous flow cryostat (Oxford Optistat$^{CF}$) with 30μm-thick mylar windows. It enables measurements below room temperature down to 10 K.

The described setup allows measuring the time profile of the electric field of the THz pulses. The spectroscopic method consists in the measurement of a reference waveform $E^r(t)$ with an empty diaphragm and a signal waveform $E^s(t)$ with the sample attached to the diaphragm and filling the whole aperture. Figure 1.10 shows typical example of THz signal obtained for 0.98 mm thick lithium germanate Li$_2$Ge$_7$O$_{15}$ (LGO) crystal. The “noisy” signal after the main pulses corresponds mainly to the beats of the rotational absorption lines of the water vapor [31]. The signal waveform shows two echoes accompanying the main pulse: they correspond to the reflections inside the sample. As it is pointed out in Section 1.2.3 these measured waveforms are related to the freely propagated THz signals via convolution transformation with some instrumental function $D(t-t')$ which describes the sensor response and spatiotemporal...
transformations of THz pulses \[35\]

\[ E_{\text{meas}}(t) = \int D(t - t')E_{\text{THz}}(t')dt' \]  \hspace{1cm} (1.15)

The Fourier components of the two signals are obtained through the fast Fourier transform and they define the complex transmission function of the sample:

\[ t(\omega) = \frac{E_{\text{THz}}^s(\omega)D(\omega)}{E_{\text{THz}}^r(\omega)D(\omega)} = \frac{E_{\text{THz}}^s(\omega)}{E_{\text{THz}}^r(\omega)} \]  \hspace{1cm} (1.16)

Here we consider the case of equilibrium spectroscopy (the sample properties are time-independent) and therefore can apply convolution theorem which allows to represent expression 1.15 as a simple product in frequency domain. Thus the instrumental function cancels out in the frequency dependence of the complex transmission. The Equation 1.16 demonstrates that the time-resolution does not play crucial role in standard TDTS. However, it is very important in the study of time-dependent properties, for example, in emission spectroscopy \[14\] and optical pump – THz probe experiments \[36\].

In the case of a homogeneous sample the complex refraction index \(N = n + i\kappa\) is related to the complex transmission through

\[ t(\omega) = \frac{4N\exp[i\omega(N - 1)d/c]}{(N + 1)^2} \sum_{j=0}^{m} \left[ \left( \frac{N - 1}{N + 1} \right) \exp(i\omega N d/c) \right]^{2j}, \]  \hspace{1cm} (1.17)

where \(m\) is the number of reflections (echoes) inside the sample. These reflections are experimentally resolved (at least for thick samples) and form separate pulses in the measured signal so that the value of the coefficient \(m\) can be easily determined (for the case presented in Figure 1.10 \(m = 2\)). When the sample is optically thin, the geometrical series should be summed up to the infinity.
Figure 1.11: Amplitude and phase of complex transmission function of LGO sample. Different possible phase branches are shown above the resonance frequency.

Equation (1.17) constitutes two real equations for two real parameters $n$ and $\kappa$: e.g., for $m = 0$ the expressions for the modulus $t$ and the phase $\varphi$ of the transmission function take the form

$$ |t| = \frac{2\sqrt{n^2 + \kappa^2}}{(n + 1)^2 + \kappa^2} \exp(-\omega \kappa d/c) $$

$$ \varphi + 2\pi l = \frac{\omega(n - 1)d}{c} - \arctan \left( \frac{\kappa}{n(n + 1)^2 + \kappa^2(n + 2)} \right) $$

The first right-hand side term of Equation (1.19) accounts for the decrease of the phase velocity during the propagation in the sample; the second one, which constitutes usually only a small correction, describes the phase change on the interfaces. The phase is defined by the Fourier transform of the experimental data and ranges from 0 to $2\pi$; the term $2\pi l$ is added to obtain the right order of the phase displacement. The integer parameter $l$ can be determined for the frequency which corresponds to the maximum of transmitted spectrum by estimation of refractive index from the measured time delay between the signal and the reference pulses [$\Delta t = (n - 1)d/c$]. The equations can then be solved numerically for $n$ and $\kappa$. The same approach is in principle valid for $m \neq 0$: one obtains slightly more complicated expressions analogous to (1.18), (1.19) which can be solved numerically.

The situation becomes more complicated when the THz spectrum of the sample contains a very sharp dielectric resonance. The difficulty then comes from the fact that, due to the low spectral resolution or due to the weakness of the signal, it is not immediately clear how many orders of the phase are swept near the resonant frequency (i.e. what is the strength of the related dielectric anomaly). As TDTTS allows to access independently both the real and the imaginary part of the dielectric function, which, in turn, should satisfy the Kramers-Kronig (KK) relations [37], it is
then possible to use these relations to leave the remaining ambiguity. To illustrate this procedure we use the data obtained for the LGO crystal, which presents a sharp low-frequency phonon at about 1.5 THz for the electric field polarized along polar c-axis [38]. The transmission function of a LGO sample is shown in Figure 1.11. The interference fringes of the amplitude are due to the sample internal reflections (see Figure 1.10). The values of the phase displacement for the frequencies below the phonon resonance are determined from the measured time delay between the reference and signal pulses; the correct phase branch at high frequencies needs to be determined through the KK analysis. Couples of possible $n$ and $\kappa$ coming from different branches can be determined through Equation 1.17. However, only the true $n$ and $\kappa$ should satisfy the KK relations. The results of numerical solution of Equation 1.17 and their KK analysis for LGO are shown in Figure 1.12 (only the results related to the two dashed curves in Figure 1.11 were represented here). The solid lines in Figure 1.12 present the refractive (absorption) index calculated using Equation 1.17 and the dotted lines are obtained through application of KK relation to the absorption (refractive) index calculated from the same equation.
Comparison between the strength of the dielectric resonance in original data and the data obtained through KK analysis immediately shows that \( n \) and \( \kappa \) in Figures 1.12a and 1.12c are correct whereas the data depicted in Figures 1.12b and 1.12d correspond to the wrong phase branch. Appreciable disagreement between original and KK spectra even in the case of the correct phase branch come from the fact that KK relations, which require knowledge of dielectric spectra from 0 to \( \infty \), were applied to the limited frequency region of TDTS. However, the strength of the resonance (peak value of absorption and the step value in refractive index) is not much affected by this rough modification of KK relations [39].

Transmission spectroscopy of the films on transparent substrates is similar to that of bulk samples. One has to perform an additional measurement of a bare substrate. Then the complex transmission function can be obtained using the THz waveform transmitted through the bare substrate as a reference. The complex refractive index of the film can be calculated by numerically solving the equation for complex transmission of a two-layer system. Usually \( N_f d_f/c \ll 1 \) for thin film (where \( N_f \) refractive index and \( d_f \) thickness of the film). Within this approximation one can obtain explicit analytic expression for the complex refractive index of thin film [40]

\[
N_f^2 = \frac{ic(1 + N_s)}{\omega d_f} \left[ \frac{1}{t(\omega)} \exp \left[ \frac{i\omega(N_s - 1)(d_s - d_s')/c}{1 + i\omega d_f/c} \right] - 1 \right] - N_s \tag{1.20}
\]

where \( N_s \) is the refractive index of the substrate, \( d_s \) and \( d_s' \) thicknesses of sample and bare substrates, respectively. Since the thickness of the substrate is much larger than that of the thin film, the phase shift due to the propagation of THz radiation through the film is usually small comparing to the substrate phase shift. Therefore the value of calculated refractive index (especially its real part) is strongly affected by unavoidable errors in the determination of the substrate thickness and refractive index [40]. Nonetheless, TDTTS of thin films often can be rather successfully applied to ferroelectric thin films [41].

**Reflection setup**

Time-domain THz reflection spectroscopy (TDTRS), in analogy with TDTTS, requires also a reference measurement which can be obtained e.g. using a reflection on a mirror with known characteristics. The main difficulty in realization of TDTRS consists in a correct determination of the reflectance phase which is strongly affected by errors in the relative position of the sample and reference mirror as it was demonstrated in Section 1.1.3. To avoid the problem of the phase uncertainty in TDTRS, several different approaches were used. One of them consists in substitution of the reference signal by a signal reflected from the sample under specific conditions. Howells and Schlie [42] have investigated in this way the low-temperature dielectric function of undoped InSb taking as a reference the waveform obtained at 360 K. They used the fact that the reflectance of InSb at high temperature is comparable to that of a silver mirror due to the narrow band gap of the material. Thrane et al. [43] have measured the refractive index of liquid water in a silicon cell using the signal reflected from the air-silicon interface as the reference and the signal from silicon-water interface as the sample waveform. Such methods make use of the sample properties and can be applied only in particular cases. Other methods similar to ellipsometry extract the complex dielectric function from the s- and p-polarized THz signals reflected from the
sample at high angles of incidence \([44, 45]\). This approach provides very satisfactory results in some cases. On the other hand, it requires good quality THz polarizers and, for highly reflective samples, it is necessary to measure under angles of incidence close to \(90^\circ\), which restricts the measurements only to homogeneous samples of large dimensions. In the case of TDTRS with a reference mirror, the uncontrollable time shift of reference pulse can be \textit{a posteriori} adjusted to fit some model of the dielectric response \([46]\) or to minimize the difference between the measured and calculated interference pattern in a silicon slab attached to the sample surface \([47]\). The last method does not use any assumption about dielectric behavior of the sample, but it is rather difficult to realize a good optical contact between the sample and the slab. Recently Hashimshony et al. \([48]\) have succeeded in performing TDTRS measurement of epitaxial semiconductor layers using a special sample holder which allowed to replace the reference mirror by the sample with an accuracy of \(1 \mu\text{m}\). However, this is not an easy task, and in some cases even this precision is not sufficient for correct determination of the dielectric function.

We have developed a new approach to the TDTRS able to provide in many cases an easy and accurate measurement of the phase of complex reflectance \([49]\). It has been tested using different types of samples which were chosen to illustrate the potential applications of the method.

Figure \([1.13]\) shows schematically the relevant part of TDTRS experimental setup. The key idea lies in overlapping of the optical sampling and THz beams between the mirror and the sample in contrast to usual arrangements where the overlap occurs between the sample and the sensor. In this geometry both beams propagate collinearly and reflect from the sample surface: the angle of incidence (and reflection) is denoted...
To maximize the clear aperture for the THz beam, $\theta$ should be kept small, however, in practice, $\theta$ needs to be larger than about 10$^\circ$. Figure 1.13 shows the geometry with $\theta = 45^\circ$ which is of particular interest as it is suitable for measurements in a standard cryostat with perpendicular windows. The reflected signal is detected using the electro-optic effect by a ZnTe [011] sensor which is placed directly after the sample. Measured THz waveforms are normalized by the value of the reference photodiode which is proportional to the intensity of the sampling beam. Thus the difference in optical reflectance of the reference mirror and of the sample is taken into account. The major feature of the setup is that a displacement of the sample changes the length of the optical path by precisely the same amount for both (THz and optical) beams, and produces no phase change in the measured THz waveform. To illustrate this, we have performed measurements of the THz signal for different positions of a gold mirror shifting it as shown by the arrow in Figure 1.13. It has been found that even a 1 mm shift from the initial position in both directions does not change the THz waveform. Figure 1.14 shows the phase differences between THz pulses measured with the mirror shifted by 10$\mu$m and 1 mm. The area between the lines corresponds to the mirror shift less than $\pm1\mu$m. It can be seen in Figure 1.14 that the phase error does not depend on the mirror shift. The limiting factor for the phase reproducibility is then the temporal stability of the whole setup rather than the precise positioning of the sample. Similarly, the described setup is not sensitive to the errors in relative angular alignment of the sample and reference mirror. The absence of a focusing mirror after the sample allows to avoid a large number of problems due to e.g. possible lower optical quality of a surface or deviation of the mirror shape from the ideal one. Indeed, focusing of the THz beam onto the sensor is not necessary as the standard THz experiments offer a very good signal-to-noise ratio nowadays.

The suitable samples for the measurements have to fulfill the following require-
ments: (i) optically flat surface allowing a non-diffusive (specular) reflection of the sampling beam and (ii) absence of secondary reflections of the sampling beam from the rear side of the sample. According to our experience, the majority of crystalline and ceramics samples can be polished with a sufficient precision to fulfill the former condition. The latter condition is critical for optically transparent samples where the echo of the sampling beam from the back side of the sample adds a systematic error to the voltage on the reference photodiode and is responsible for several replicas of the THz pulse in the measured waveform. In particular, this situation occurs in thin films on optically transparent substrates or in dielectric single crystals. In these cases, roughening or blackening of the back surface of the sample can substantially reduce the echo intensity to such extent that it can be neglected. Usually the measurements performed using p-polarized THz pulses are preferable, because this polarization is expected to be less sensitive to the errors due to mispositioning of the sample and reference mirror [49].

As an example of TDTRS we present here measurement of ferroelectric SrBi$_2$Ta$_2$O$_9$ (SBT) ceramics which is a promising material for applications in ferroelectric memories [50]. A study of IR reflectivity revealed rather strong polar phonon mode near below 30 cm$^{-1}$ at room temperature [51]. However, this frequency region is hardly accessible to FTIR spectroscopy (signal from the source is weak) and the measured power reflectivity allows to obtain the complex permittivity only by fitting with a model dielectric function. Therefore a direct measurement of the complex permittivity can be useful for the correction and improvement of FTIR data.

We have studied the reflectivity of SBT ceramic using three different arrangements: (i) 12.5° incidence, p polarization, (ii) 45° incidence, p polarization, and (iii) 45° incidence, s polarization. The measured complex reflectivity and calculated permittivity of SBT ceramics together with a fit of FTIR reflectivity are presented in Figure 1.15. It has to be pointed out that the peak in the relative phase which occurs near 40 cm$^{-1}$ for SBT corresponds to the frequency of a longitudinal phonon mode, while the imaginary part of the permittivity (dielectric loss) peaks at the position of the transverse resonance near below 30 cm$^{-1}$. One can see that TDTRS is able to reproduce correctly the mode structure at higher frequencies and brings a valuable information down to at least 10 cm$^{-1}$. The complex permittivities measured in different arrangements are in agreement with each other: it demonstrates the reliability of the presented technique.

Another field of application of TDTRS is the measurement of thin films on substrates. TDTTS sometimes does not offer a sufficient sensitivity to provide a precise information about the optical constants of the thin film. This is due to a large difference between the thicknesses of the film and of the substrate: the phase change of the THz signal induced by the thin film is in most cases much smaller than the phase change owing to the substrate [40]. Thus the evaluation of the transmittance related to the thin film exhibits a large error. In this case, TDTRS can bring a valuable information about such structures because the radiation reflected on the air – thin film – substrate interfaces is no more affected by the substrate thickness.

A 5.5 μm thick SBT film on a (0001) sapphire substrate has been characterized in reflection as well as in transmission geometry. For the transmission measurements, the THz pulse transmitted through bare sapphire substrate was used as the reference and the complex permittivity was numerically calculated in a standard way. The
Figure 1.15: Complex reflectivity and dielectric permittivity of SBT ceramics from TDTRS measurements. (a) Complex reflectivity for $\theta = 12.5^\circ$, p polarization; (●) amplitude, (○) phase. (b) dielectric constant, (c) dielectric loss; (+) $\theta = 12.5^\circ$, p polarization, (■) $\theta = 45^\circ$, p polarization, (□) $\theta = 45^\circ$, s polarization; lines: fit of classical FTIR reflectivity data based on a sum of damped harmonic oscillators.
reflection measurement was performed using the p-polarized THz pulses with 45° incidence on the sample with blackened back surface to avoid the above-mentioned multiple reflection of the optical sampling beam inside the sapphire substrate. The complex reflectance was calculated taking into account only the THz pulse reflected from the front surface of the sample. Fabry-Pérot interferences inside the substrate were cut off (time windowing). Additional correction was made to take into account multiple reflections of the sampling beam inside the film. Usually the thickness of thin films is smaller than 1 μm and the delay of the sampling beam echoes is negligible compared to the duration of the sampling pulse (typically 50–100 fs). In our case (film thickness \(d = 5.5 \mu m\)) a special care has to be taken in order to deconvolute the influence of the Fabry-Pérot reflections of the sampling beam inside the film. The time delay of the sampling pulse needed for its propagation back and forth through the film is equal

\[
\Delta t = \frac{2n^2d}{c\sqrt{n^2 - \sin^2 \theta}},
\]

where \(n\) is optical refractive index of the thin film and \(d\) is its thickness. We deduced the optical refractive index of SBT from \(\epsilon_\infty\) obtained by means of FTIR measurements on the SBT ceramics: \(n = 2.45\); the corresponding time delay is \(\Delta t = 94\) fs. Thus the sampling pulse is divided into a sequence of pulses with decreasing amplitude and separated in time. The detected THz waveform can be written in the form

\[
y(t) = \frac{y_0(t) + ay_0(t + \Delta t) + \ldots}{1 + a + \ldots},
\]

where \(y_0(t)\) is the deconvoluted waveform (i.e. free of artifacts due to the multiple reflections of the sampling beam), \(a = 0.025\) is the ratio of intensities of the first two sampling pulses calculated using the Fresnel equations. The denominator of Equation (1.22) accounts for the normalization of the signal by the voltage in reference photodiode. In view of small value of \(a\), all the higher order terms in (1.22) can be neglected. Transforming (1.22) into the frequency domain and dividing it by the spectrum of reference pulse we obtain for the complex reflectance

\[
r_0(\omega) = r(\omega) \frac{1 + a}{1 + ae^{-i\omega\Delta t}},
\]

where \(r(\omega)\) is the measured reflectance and \(r_0(\omega)\) is the corrected one which should be used for the evaluation of the dielectric properties. Such a correction mainly leads to changes in the imaginary part of permittivity. In the case of SBT film it increases the value of the dielectric loss peak by about 7%. The complex permittivity was calculated by numerically solving the system of two equations derived by Berreman [52] which relates the complex reflectance of a thin film on substrate at arbitrary angles of incidence to the dielectric constants of the thin film and substrate. The resulting complex permittivity of both transmission and reflection measurements and a fit of the transmission data by two damped harmonic oscillators are shown in Figure 1.16. The fit yields the following parameters of the soft-mode: \(\nu_0 = 28\) cm\(^{-1}\), \(\gamma_0 = 26\) cm\(^{-1}\), and \(\Delta_\epsilon_0 = 54\). For comparison we show also the complex permittivity calculated from the amplitudes of reflectance and transmittance (disregarding the respective phases). Comparison between transmission and reflection THz spectroscopies in the case of thin films leads us to three important points:
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Figure 1.16: Real and imaginary part of permittivity of thin SBT film calculated from the measurement of complex transmittance (open circles), complex reflectance (full circles, p polarization, $\theta = 45^\circ$) and amplitudes of reflectance and transmittance (open stars). Full lines correspond to the fit of the transmission data.
(i) The transmission data can be influenced by a large error in the static value of permittivity and in the strength of modes due to the uncertainty in the substrate thickness \[40\]. In contrast, the substrate thickness does not play any role in the reflection experiment. Hence, one can use e.g. the static value of the dielectric constant — or any other particular value — as determined by the reflection experiment for a small correction (within 1 or 2 microns) of the substrate thickness: trial substrate thicknesses can be used during the transmission data evaluation in order to match the resulting permittivity with that obtained from the reflectance. Such an approach has been used to evaluate the transmission data shown in Figure \[1.16\].

(ii) The evaluation of complex permittivity using reflectance and transmittance amplitudes is indeed possible; moreover it does not require the value of the substrate thickness for transparent substrates. However, our experience shows that the results obtained by this method are not as accurate as the results of phase sensitive methods: note the appreciable error in the imaginary part of the permittivity in Figure \[1.16\].

(iii) The data obtained from the transmission measurement using the above described procedure fulfill slightly better the Kramers-Kronig relations than those obtained from the reflectance only. In this respect, if the substrate thickness is very precisely known, the transmission experiment seems to provide slightly more accurate data for this film. The transmission and reflection experiments are thus complementary in this sense and their combination allows an unambiguous determination of the dielectric strength of the detected polar modes.

1.3 Fourier Transform Infrared Spectroscopy

FTIR spectrometer is an instrument which acquires broadband from near to far IR spectra. Unlike a dispersive instrument, i.e. grating or prism monochromator, a FTIR spectrometer collects all wavelengths simultaneously (so called Fellgett advantage). In fact FTIR spectroscopy is a method of obtaining infrared spectra by first collecting an interferogram of a sample signal using an interferometer, and then performing a Fourier Transform (FT) on the interferogram to obtain the spectrum \[1\]. The advantages of FTIR spectrometer over a dispersive instrument are

- broad spectral range 10-10000 cm\(^{-1}\)
- high spectral resolution of 0.1 to 0.05 cm\(^{-1}\) which is mostly sufficient for solid-state spectroscopy, is easily accessible
- fast spectra acquisition rate
- high signal-to-noise ratio

Due to these features FTIR spectroscopy has become the main tool for IR spectroscopy of solids. There are different commercially available FTIR spectrometers but all of them work according to the same principles.

An FTIR spectrometer is typically based on a Michelson interferometer; its principal scheme is shown in Figure \[1.17\]. The mercury arc lamp or the SiC rod (globar) are usually used as the sources of IR radiation since the thermal sources have a rather weak spectral intensity in the far IR. The interferometer consists of a beam splitter, a fixed mirror, and a mirror that translates back and forth, very precisely. The
beam splitter is made of a special material that transmits approximately half of the radiation striking it and reflects the other half. The different beam splitters such as coated mylar and metal grids are used for the different parts of IR spectrum. Radiation from the source strikes the beam splitter and separates into two beams. One beam is transmitted through the beam splitter to the fixed mirror and the second is reflected off the beam splitter to the moving mirror. The fixed and moving mirrors reflect the radiation back to the beam splitter. Again, half of this reflected radiation is transmitted and half is reflected at the beam splitter, resulting in one beam passing to the detector and the second back to the source. The detector measures the power of incident IR radiation passed through the sample. DTGS pyroelectric detectors and helium-cooled silicon bolometers are usually used for the detection of IR signal in FTIR spectrometers. The measurement consists in recording of signal on detector dependence on the position of movable mirror. The resulting function is called interferogram. It is usually significantly more complex looking than a single sinusoid, which would be expected if only a single wavelength of light was present. The centerburst, the big spike in the center of interferogram on Figure 1.18a is a telltale signature of a broadband source. Its origin lies in the fact that all wavelengths are in-phase at the zero optical path difference. Therefore, their contributions are all at maximum and a very strong signal is produced by the systems detector. As the optical path difference grows, different wavelengths produce peak readings at different positions and, for a broadband signal, they never again reach their peaks at the same time. Thus away from centerburst, the interferogram becomes a complex looking oscillatory signal with decreasing amplitude.

Once an interferogram is collected, it needs to be translated into a spectrum. The process of conversion is through the Fast Fourier Transform algorithm. The discovery of this method in 1965, followed by an explosive growth of computational power at affordable prices, has been the driving force behind the market penetration
of FTIR instruments. The power spectrum obtained by the Fourier transform of the corresponding interferogram is shown in Figure 1.18b. The high frequency limit of the spectrum is determined by the interferogram resolution and the power spectrum of the source. At the same time, the frequency resolution depends on the scan length of interferogram. The resolution limit is simply an inverse of the achievable optical path difference. Therefore, a 2 cm scan capable instrument, for instance, can reach 0.5 cm$^{-1}$ resolution. Transmission or reflection functions then can be obtained in the way similar to TDTS and BWO spectroscopy as the ratio of sample and reference spectra. However in FTIR experimental arrangement depicted in Figure 1.17, the sample is placed outside of the interferometer branches and does not produce phase change in the interferogram. Thus presented FTIR spectrometer setup provides only power transmission or reflection spectra in contrast to TDTS and BWO spectroscopy.

Phase-sensitive FTIR spectroscopy is possible when the sample is placed in the interferometer branch with the fixed mirror. It is able then to determine complex refractive index as in TDTS. A comparison of these two methods shows that TDTS has better signal-to-noise ratio than FTIR spectroscopy at frequency below 3 THz, while the opposite is true at over 5 THz [53]. However phase-sensitive arrangement of FTIR spectrometer causes numerous difficulties in measurement and is not used in commercially available spectrometers.

In order to extract the information about complex refractive index or permittivity of the sample from measured power spectrum one has to use additional assumptions. There are two different ways in doing this. First, one has to assume that the measured spectrum is broad enough to satisfy Kramers-Kronig relations for permittivity [37]:

\[
\epsilon'(\omega) - 1 = \frac{2}{\pi} P \int_0^\infty \frac{\omega' \epsilon''(\omega')}{\omega'^2 - \omega^2} d\omega'
\]  
\[\epsilon''(\omega) = -\frac{2\omega}{\pi} P \int_0^\infty \frac{\epsilon'(\omega') - 1}{\omega'^2 - \omega^2} d\omega'
\]  

Figure 1.18: Interferogram and spectrum in FTIR spectroscopy.
where $P$ designates the principal value of the integral. Then the phase of reflectivity (normal incidence) can be calculated using the amplitude:

$$\phi(\omega) = -\frac{2\omega}{\pi} P \int_{0}^{\infty} \frac{\ln r(\omega')}{\omega'^{2} - \omega^{2}} d\omega'.$$

(1.26)

The complex refractive index can be calculated using Equation 1.3.

The second way consists in modeling of dielectric response using some number of independent parameters. The power reflection function can be simulated then using expression

$$R(\omega) = \left| \sqrt{\frac{\epsilon^*(\omega)}{\epsilon^*(\omega) + 1}} - 1 \right|^2.$$

(1.27)

In the case of dielectric materials the dielectric contribution of polar phonon modes can be described by the sum of $n$ classical damped harmonic oscillators

$$\epsilon^*(\omega) = \epsilon'(\omega) - i\epsilon''(\omega) = \sum_{j=1}^{n} \frac{\Delta \epsilon_j \omega_{TO_j}^2}{\omega_{TO_j}^2 - \omega^2 + i\omega \gamma_{TO_j}} + \epsilon_{\infty}$$

(1.28)

or more generally by a factorized form

$$\epsilon^*(\omega) = \epsilon_{\infty} \prod_{j=1}^{n} \frac{\omega_{LO_j}^2 - \omega^2 - i\omega \gamma_{LO_j}}{\omega_{TO_j}^2 - \omega^2 + i\omega \gamma_{TO_j}},$$

(1.29)

where $\omega_{TO_j}$ and $\omega_{LO_j}$ are the transverse and longitudinal frequencies of $j$th polar phonon mode, respectively, $\gamma_{TO_j}$ and $\gamma_{LO_j}$ their respective damping constants, $\Delta \epsilon_j$ is the $j$th mode contribution to the static permittivity and $\epsilon_{\infty}$ the optical permittivity due to the electronic polarization processes. The values of these parameters are varied during the fitting procedure to obtain the best correspondence between the measured and modeled reflection or transmission functions.

The four-parameter oscillator Equation 1.29 follows from the general properties of dielectric function in a polarizable lattice (pole at transverse and zero at longitudinal eigenfrequencies of polar phonons) and is able to describe the permittivity of the substance in most cases. However one has to pay attention during the fitting because an arbitrary combination of parameter values in Equation 1.29 can sometimes result in unphysical values of complex permittivity (for example, negative losses). There are necessary conditions which should be fulfilled by the parameters of the factorized oscillator model. In the simple case of single oscillator ($n = 1$) we have

$$\omega_{LO} > \omega_{TO}$$

$$\gamma_{LO} \geq \gamma_{TO}$$

$$\frac{\omega_{LO}^2}{\omega_{TO}^2} \geq \frac{\gamma_{LO}}{\gamma_{TO}}$$

(1.30)

Classical oscillator model described by Equation 1.28 uses only three parameters for each fitted mode and is more stable from this point of view. Moreover there are no restrictions for the values of parameters and the modeled dielectric losses are always positive. However classical model is not general and in some cases (namely,
asymmetrical dielectric resonances) it fails to describe dielectric function correctly. The four-parameter factorized oscillator model has to be applied in this situation.

Additional advantage of the fitting over the Kramers-Kronig analysis is that after fitting one automatically obtains the parameters of polar phonon mode which can be directly compared with the data obtained by other spectroscopic method (for example Raman spectroscopy). Moreover the fitting can be performed taking into account directly measured complex permittivity in THz and/or GHz range improving the fit quality in far IR region.

All far-infrared reflectivity measurements presented in the thesis were performed using a Fourier transform spectrometer Bruker 113v with He-cooled bolometer or DTGS detectors. Spectral range was 30-5000 cm$^{-1}$, typical resolution about 0.5 cm$^{-1}$. Low temperature measurements in far infrared range were carried out in helium cryostat Oxford Optistat$^{CF}$ with polyethylene windows. Silver mirrors sputtered on glass substrates were used for reference (background) measurements.
Part 2

THz spectroscopy of microwave ceramics

Microwave (MW) low-loss ceramics are nowadays widely used as MW dielectric resonators in MW integrated circuits. The basic requirements for MW resonators are small size, high quality factor and good temperature stability. Ceramic technology allows to prepare relatively cheap materials with defined properties for industrial applications. The aim of this technology is to produce materials with relatively high and temperature independent permittivity and with losses as low as possible to fulfill the requirements of MW integrated circuits. It appears that, despite of high permittivity, ferroelectrics are not good candidates for MW resonators because of high losses and strong temperature variation of permittivity. Therefore researchers are looking for materials "related" to ferroelectrics in the sense of a high ionic polarizability of their lattice. At the same time, anharmonic effects in the lattice should not be very strong to prevent from the temperature instability and transition into ferroelectric phase. Permittivity of such materials is about $\epsilon' = 20 \div 100$ and does not strongly depend on temperature. Thus the minimization of losses $\epsilon''$ or increase of quality factor $Q = \epsilon' / \epsilon''$ in the whole MW range (1 \div 100 GHz) is a very challenging task.

Dielectric losses in MW materials consists of intrinsic losses which are fundamental losses of ideal crystalline material and extrinsic losses caused by lattice defects. Intrinsic losses are related to the polarization mechanisms in the perfect lattice and do not depend on material preparation method. On the other hand, extrinsic losses can be in principle removed by proper material processing. Various types of defects can cause extrinsic losses: point defects (isotopes, dopant atoms, vacancies, defect pairs, positional disorder in complex system), linear defects (dislocations), planar defects (grain boundaries) and other bulk defects (pores, inclusions, second phases). Separation of intrinsic and extrinsic MW losses using standard MW measurements is very difficult. The most promising approach to this problem is the study of higher frequency dielectric response including the whole THz and IR range \cite{55} and its temperature dependence down to low temperatures.

2.1 Theory of intrinsic losses

The intrinsic MW losses are fully determined by the lattice absorption of the ideal (but necessarily anharmonic) crystal lattice. The simplest model which describes the
strong lattice absorption due to polar phonon modes within the broad IR and far-IR range is that of the additive damped harmonic oscillators. Neglecting the anisotropy, the corresponding dielectric function (complex permittivity) can be written as

\[ \epsilon^*(\omega) = \epsilon_\infty + \sum_{j=1}^{n} \frac{S_j}{\Omega_j^2 - \omega^2 + i\omega\gamma_j} \]  

(2.1)

where \( \epsilon_\infty \) is the optical permittivity defined by the electronic polarization mechanisms, \( S_j = e_j^2/(\epsilon_0 v n m_j) \) is oscillator strength (\( e_j \) effective charge, \( v \) unit cell volume, \( m_j \) reduced mass), \( \Omega_j = (f_j/m_j)^{1/2} \) is the eigenfrequency (\( f_j \) force constant) and \( \gamma_j \) is damping of the \( j \)th polar phonon mode. Summation goes over all \( n \) polar modes allowed by the lattice symmetry. In fact, Equation (2.1) is three-parameter oscillator model described by Equation (1.28) where oscillator strength \( S_j = \Delta \epsilon_j \Omega_j^2 \) is introduced. It is preferred from the point of view of physical analysis, because \( S_j \) is related to ionic charges in the lattice and it is an internal factor characterizing a particular material.

The simplest idea of estimation of the intrinsic MW losses consists in extrapolation of Equation (2.1) down to MW range, i.e. 2-3 orders of magnitude below phonon eigenfrequencies (\( \omega \ll \Omega_j \)). Then for real permittivity and losses we obtain

\[ \epsilon'(\omega) \simeq \epsilon(0) = \epsilon_\infty + \sum_{j=1}^{n} \frac{S_j}{\Omega_j^2} \]  

(2.2)

\[ \epsilon''(\omega) \simeq \omega \sum_{j=1}^{n} \frac{S_j \gamma_j}{\Omega_j^4} \]  

(2.3)

Simple interrelation between \( \epsilon(0) \) and \( \epsilon'' \) can be obtained if we reduce our discussion to the strongest polar mode and drop the summation in Equation (2.3):

\[ \epsilon''/\omega = [\epsilon(0) - \epsilon_\infty]^2 \gamma/S \]  

(2.4)

We see that the losses are proportional to the frequency and to the damping and that they are roughly quadratically increasing with the static permittivity. However, in the frame of the described phenomenological model, one cannot say how the permittivity change affects \( \gamma \) and \( S \) values and to what extent the Equation (2.1) is valid in the low-frequency submillimeter and MW range if frequency independence of \( \gamma \) and \( S \) is assumed. Experiments performed on the ordered cubic complex perovskite system \( \text{Ba}(\text{B}^{1/2}\text{B}''^{1/2})\text{O}_3 \) (\( \text{B}' = \text{Y}^{3+}, \text{In}^{3+}, \text{Nd}^{3+}, \text{Gd}^{3+}, \text{Mg}^{2+}, \text{Cd}^{2+} \) and \( \text{B}'' = \text{Ta}^{5+}, \text{Nb}^{5+}, \text{W}^{6+} \)) [56] have shown that the losses increase with permittivity much faster than quadratically. This fact demonstrates that the simplified approach of classical damped oscillators is not always sufficient for explanation of MW losses.

The most complete microscopic theory of low-frequency losses in dielectrics was worked out and reviewed by Gurevich and Tagantsev [57]. It considers all possible loss mechanisms in terms of photon absorption in dielectric crystal due to the multi-quantum processes. Figure 2.1 schematically shows the main absorption processes considered by the theory. The strongest process (number 1 in Figure 2.1) is related to resonance absorption of photon with creation of phonon with the same energy and wave vector. It is responsible for the absorption in the vicinity of polar optical phonon eigenfrequencies at the Brillouin zone center \( \Omega_{TO_j}(0) \). In the limit of MW
Figure 2.1: Possible photon absorption mechanisms in dielectric crystal: (1) - resonance single-phonon loss; (2) - three-quantum loss; (3) - four-quantum loss; (4) - quasi-Debye loss
frequencies $\omega \ll \Omega_{TO}$, the characteristic energy of the phonons primarily responsible for the loss is much larger than the energy of the field quanta with which they are interacting. This large difference makes it difficult to satisfy the conservation laws in processes involving the absorption of photons. There are three other main lattice loss mechanisms contributing in MW absorption (see Figure 2.1): three-quantum loss, four-quantum loss and quasi-Debye loss.

The three-quantum mechanism corresponds to photon absorption processes involving two phonons, satisfying energy and quasi-momentum (wave vector) conservation laws of the form

$$\Omega_j(k) + \Omega_{j1}(k_1) = \omega, \quad k \pm k_1 = 0 \quad (2.5)$$

Minus sign here stands for two-phonon difference absorption process denoted as number 2 in Figure 2.1. It occurs near the lines of degeneracy of the phonon branches in the Brillouin zone. Optical phonon from the thermally populated branch absorbs photon creating phonon with higher energy and the same wave vector on the adjacent phonon branch. Plus sign in Equation (2.5) corresponds to the summation process when the quantum of electromagnetic field generates two phonons with opposite wave vectors. In MW frequency region this process can take place only for low-energy part of acoustic branches where phonon density of states is small. Therefore summation process does not play appreciable role in MW losses.

For the dominant two-phonon difference mechanism, it was shown that two frequency regimes should be distinguished, a higher-frequency one $\Omega_i \gg \omega \gg \gamma_T$ and a lower-frequency one $\omega \leq \gamma_T$, where $\gamma_T$ is the averaged damping of thermally populated phonons. If the former inequality can be satisfied, it was shown that in the case considered $\epsilon''(\omega) \propto \omega^2 T$ whereas in the MW range one expects $\epsilon''(\omega) \propto \omega T^2$ (neglecting weak logarithmic correction in $T$) [57,58].

Four-quantum loss mechanism is represented by processes involving three phonons with conservation laws

$$\Omega_j(k) \pm \Omega_{j1}(k_1) \pm \Omega_{j2}(k_2) = \omega, \quad k \pm k_1 \pm k_2 = b \quad (2.6)$$

where $b$ is a reciprocal lattice vector. Despite of the small probability of such process comparing to three-quantum loss its contribution is comparable to the latter one due to the weak restrictions of transitions between phonon branches imposed by the conservation laws (2.6). The wave vector of additional phonon participating in four-quantum process makes possible not only vertical transitions between the branches but also transitions within a particular branch (see process number 3 in Figure 2.1). Thus, unlike the case of three-quantum loss, four-quantum loss involves contributions coming from not only from the vicinity of degeneracy lines but from the whole Brillouin zone.

Another mechanism of intrinsic losses which is characteristic for non-centrosymmetric (piezoelectric) crystals was pointed out by Coombs and Cowley [59]. Formally it occurs due to the perturbation of the phonon distribution function induced by an applied ac field. This can be qualitatively interpreted as transitions within a single phonon branch because of its finite width $\gamma_T$. This contribution should dominate in the broad range around $\gamma_T$ above the Debye temperature. It is called quasi-Debye
losses because of its frequency dependence which is equivalent to a simple Debye relaxator peaked at frequency $\gamma_T$ [57]:

$$\varepsilon''(\omega) \propto \frac{T \gamma_T \omega}{\omega^2 + \gamma_T^2}$$  (2.7)

Quasi-Debye mechanism contribution is proportional to the temperature because it needs a thermally generated phonon to absorb the photon of electromagnetic field. Therefore the main contribution to this process comes from the thermally populated acoustic branches (number 4 in see Figure 2.1) or from the lowest optical branch.

In centrosymmetric (pseudo-cubic) crystals the quasi-Debye losses are forbidden by symmetry and MW losses are mainly determined by two-phonon difference transitions in the vicinity of $C_4$-lines of degeneracy between the two transverse optic branches. It can be shown that in this case losses obey the following expression [58]:

$$\varepsilon'' \simeq \frac{\mu}{6n^2\varepsilon_\infty} \ln \left( \frac{\Omega_{LO}}{2\gamma_T} \right) \frac{\gamma_T}{\Omega_{LO}^2} \omega\varepsilon(0)$$  (2.8)

which predicts much steeper dependence of losses on permittivity than quadratic given by Equation 2.4. It helps to understand the behavior of Ba($B'_{1/2}B''_{1/2}$)O$_3$ MW ceramics in which $\varepsilon'' \propto \varepsilon^4(0)$ dependence has been observed [56].

Comparison of classical oscillator model of dielectric losses with rigorous phonon kinetic theory reveals that the classical model in the case of weak anharmonic cubic system yields essentially higher losses than predicted by rigorous approach. However, in the case of materials with higher permittivity, steep dependence on $\varepsilon(0)$ (Equation 2.8) leads to much higher losses which might be comparable to those given by Equation 2.4. Thus often simplified classical oscillator model can be successfully used for extrapolation of losses in MW materials [60,40].

2.2 Extrinsic losses

As it was already mentioned the extrinsic losses arise due to the presence of lattice defects. The defect-induced loss mechanisms can be roughly classified into four groups.

(i). Static disorder induced one-phonon absorption. It is caused by relaxation of the wave vector conservation rule due to break down of the translational symmetry. This process is temperature independent if the concentration of defects does not depend on temperature. The losses are roughly proportional to one-phonon density of states. For MW range ($\omega \ll \Omega_j$) losses are determined by activation of the linear part of acoustic branches. Microscopic calculations yield [57] $\varepsilon'' \propto \omega$ for uncorrelated charged point defects [61] and uncharged planar defects, $\varepsilon'' \propto \omega^2$ for uncharged linear defects and $\varepsilon'' \propto \omega^3$ for uncharged point defects. In the case of correlated charged point defects where the charge neutrality is realized in the correlation volume, MW losses obey $\varepsilon'' \propto \omega^3$ up to the frequency $\omega_c \simeq \bar{v}/\xi$ where $\bar{v}$ is the mean transverse acoustic velocity and $\xi$ the correlation length [61]. Estimation of typical values gives $\xi \simeq 10 \div 100$ Å and $\omega_c \simeq 10^{10} \div 10^{12}$ Hz.

(ii). Phonon scattering on defects. It reduces the phonon lifetime and increases the damping. The main effect on the loss spectrum concerns the enhanced damping of polar phonon modes and increase in $\gamma_T$ (see Equations 2.4 and 2.8).
(iii). Absorption associated with localized defect vibrations. Usually it contributes to losses in submillimeter and infrared range, but the inversion symmetry breaking around the defect can give rise to a quasi-Debye type contribution which increases MW loss as well.

(iv). Losses directly connected with anharmonic motion of charged defects. At high temperatures this mechanism gives rise to broad relaxation-like loss maxima with thermally activated relaxation times. At low temperatures quantum tunneling of the defects in disordered systems might become important.

Note that first two groups of loss mechanisms can result in linear frequency dependence of extrinsic losses similarly to intrinsic losses. Therefore the known frequency dependence of the loss factor is not always sufficient to estimate contribution of the extrinsic losses. However the mentioned loss mechanisms are direct, i.e. do not involve thermally populated phonons, and their contributions are temperature independent. At the same time, intrinsic loss contribution vanishes at low temperatures. Thus the measurements of temperature dependence of losses allows to separate intrinsic and extrinsic loss factors. This procedure has been applied to the analysis of submillimeter losses in Ba(B\(_{1/2}'\)/B\(_{1/2}''\))O\(_3\) compounds [50],[62].

Regardless of the mechanism of extrinsic losses, its contribution is small comparing to intrinsic losses in high-frequency THz and far IR region (\(\Omega_i \gg \omega \gg \gamma T\)). Therefore THz spectroscopy of MW materials combined with FTIR spectroscopy in a broad temperature range is able to provide good estimation of intrinsic losses or directly reveal the presence of additional loss contribution.

2.3 Experimental results

Our experimental task was to study THz dielectric response of different MW ceramics and compare it with the data obtained by FTIR spectroscopy and MW measurements in order to estimate intrinsic and extrinsic losses. Another aim was to find out how the chemical composition and the parameters of technological processing affect the quality of investigated materials.

In far IR spectroscopy commonly measured characteristics of materials are complex permittivity (\(\epsilon' - i\epsilon''\)) or refractive index (\(n - i\kappa\)) at different temperatures. On the other hand, MW characterization usually involves values of the permittivity \(\epsilon'\), the quality factor \(Q = \epsilon' / \epsilon''\) (or \(Q \times f\), which should be frequency independent if \(\epsilon'' \propto f\)) and of the temperature coefficient of resonance frequency \(\tau_f\) defined as

$$\tau_f = \frac{1}{f_r} \frac{df_r}{dT}$$  \hspace{1cm} (2.9)

where \(f_r\) is the eigenfrequency of a dielectric resonator made of investigated material. Temperature coefficients of the permittivity \(\tau_\epsilon\) and of the refractive index \(\tau_n\) can be introduced in the similar way. They are related to each other by the simple relations [63]

$$\tau_f = -\alpha - \tau_n,$$

$$\tau_n = \tau_\epsilon / 2.$$  \hspace{1cm} (2.10)

where \(\alpha\) is the linear coefficient of thermal expansion.
2.3.1 Ba(Mg$_{1/3}$Ta$_{2/3}$)O$_3$ ceramics

Complex perovskite Ba(Mg$_{1/3}$Ta$_{2/3}$)O$_3$ (BMT) ceramics, which contain Mg- and Ta-ions arranged in an ordered fashion, possess the highest $Q$-factor ($Q \approx 35000$ at 10 GHz) among the known microwave dielectric materials [64]. These materials are also characterized by a low temperature coefficient ($\tau_f = 5$ ppm/°C) and relatively large permittivity ($\varepsilon' \approx 25$). The MW properties of BMT were first investigated by Nomura et al. [65]. They reported that BMT is difficult to sinter and suggest doping with Mn which greatly improves sinterability. The far IR dielectric response of BMT ceramics have been studied so far by means of infrared and microwave spectroscopy [66,55]. Recently IR reflectivity study of BMT samples with different sintering time has been made by Shimada [67]. It was found that MW losses depend on technology of preparation [64,68,69,70]. In particular, two-step mixed oxide process produces ceramics with higher quality factor than conventional single-step oxide process [64]. The sintering temperature also influence quality of ceramics. It was demonstrated that there exists an optimal sintering temperature which provides highest MW quality factor for given preparation technology of Ba(Mg$_{1/3}$Ta$_{2/3}$)O$_3$ ceramics [71]. Microwave dielectric properties of BMT materials can be appreciably improved by Zr-doping in two-step mixed oxide process or lead to degradation of the quality factor in the case of single-step process [70]. The Ba$_5$Ta$_4$O$_{15}$ which can appear as a secondary-phase incorporated into BMT perovskite was found to significantly decrease the density and MW quality of the BMT materials [68]. X-ray diffraction study reported by Youn et al. [72] revealed presence of several secondary Ba-Ta-O phases in initial perovskite structure of BMT ceramics. Besides already mentioned Ba$_5$Ta$_4$O$_{15}$, also Ba$_4$TaO$_{5.5}$, Ba$_4$Ta$_2$O$_9$, Ba$_7$Ta$_6$O$_{17}$ and BaTa$_2$O$_6$ phases has been detected.

TDTTS was used for preliminary investigation of sub-mm response of BMT ceramics by Tsai et al. [73] and later on by Lin et al. [74]. Recently it has been also applied to the (x)Ba(Mg$_{1/3}$Ta$_{2/3}$)O$_3$-(1-x)Ba(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ complex perovskite system [75].

The aim of our study was to investigate THz and far IR dielectric response of different BMT ceramics produced using various preparation technologies. The samples were provided by I-Nan Lin (Materials Science Center of Tsing-Hua University, Taiwan). The studied samples were divided into three groups according to the technology of preparation. First group consisted of samples prepared by two-step calcination mixed oxide technology. Chemically pure BaCO$_3$, MgO and Ta$_2$O$_5$ powders were used as starting materials. The process consists of two stages: (i) the MgTa$_2$O$_6$ powders were prepared by mixed-oxide process, viz. calcining MgO : Ta$_2$O$_5$ = 1 : 1 mixture at 1200°C during 2 hours; (ii) the BaCO$_3$ and MgTa$_2$O$_6$ powders were mixed together with BaCO$_3$ : MgTa$_2$O$_6$ = 3 : 1 molar ratio, followed by calcining at 1150-1250°C to form pure perovskite Ba(Mg$_{1/3}$Ta$_{2/3}$)O$_3$ powders.

The second group of samples was prepared by alkoxide process which is believed to improve the mixing homogeneity and increase the activity of the calcined powders [76]. In this process, the metallic-Ba, metallic-Mg and Ta(OC$_2$H$_5$)$_5$ were dissolved separately into 2-methoxy-x-ethanol (2-MOE) at 125°C and then mixed to form Ba$_{2+}$ – Mg$_{5+}$ – Ta$_{5+}$ alkoxide precursors in 3:1:2 molar ratio. Thus obtained precursors were then sprayed into ketone aqueous solution (H$_2$O:ketone = 1:15) at room temperature. The Ba$_{2+}$ – Mg$_{5+}$ – Ta$_{5+}$ containing powders were then vacuum dried and calcined at 1000-1150°C for 4 hours to convert the amorphous mixture into crystalline BMT phase.
Table 2.1: List of investigated BMT ceramics

<table>
<thead>
<tr>
<th>Preparation technology</th>
<th>ϵ′</th>
<th>$Q \times f$ (THz)</th>
<th>TDTTS</th>
<th>IR</th>
<th>MW</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>mixed oxide</td>
<td>26.7</td>
<td>70-80</td>
<td>220</td>
<td>556</td>
<td></td>
<td>[55], [76]</td>
</tr>
<tr>
<td>Zr-doped</td>
<td>25.6</td>
<td>75-90</td>
<td>-</td>
<td>35-40</td>
<td></td>
<td>[70]</td>
</tr>
<tr>
<td>alkoxide</td>
<td>25.6</td>
<td>≈ 20</td>
<td>-</td>
<td>608</td>
<td></td>
<td>[76]</td>
</tr>
</tbody>
</table>

The third group was prepared by the two-step mixed oxide technology as the first group. In addition, BaZrO$_3$ was added into the mixture in the ratio of 2 mol % and then calcined at 1200°C for 4 hours. Thus pure perovskite phase of Zr-doped Ba(Mg$_{1/3}$Ta$_{2/3}$)O$_3$ has been obtained.

BMT phases produced by all mentioned methods were then pelletized and sintered at 1450-1600°C for 4 hours. The densities of the sintered pellets were about 97% of theoretical density for pellets prepared by mixed oxide method and about 92% for alkoxide pellets. The samples intended for TDTTS were prepared in the form of plane-parallel pellets with the diameter of 6 mm and the thickness of 0.2-0.25 mm. For FTIR reflectivity measurements more than 2 mm thick samples with optically polished front side have been used. The measured far-IR reflectivities of all BMT samples are very similar and the origin of small deviations between them is more likely related to the optical quality of the surface than to the technological reasons. Typical spectra of samples from each group (sintering temperature 1500°C for alkoxide and mixed oxide and 1550°C for Zr-doped ceramics) together with the fits are shown in Figure 2.2. According to [66], ordered Ba(Mg$_{1/3}$Ta$_{2/3}$)O$_3$ perovskite lattice has trigonal structure (space group $P\bar{3}m1$) with three formula units ($Z = 3$) per unit cell. The fitting procedure was performed using factorized four-parameter oscillator model (Equation 1.29) by 16 oscillator predicted by factor group analysis [77]. The example of complex permittivity obtained from the fitting is shown in Figure 2.3 for Zr-doped BMT sample. It can be seen that there are eight modes which give main contribution to the permittivity (two of them are located above 400 cm$^{-1}$ and are not seen in Figure 2.3). The remaining eight modes are very weak and only slightly improve the quality of reflectivity fits. We did not find any essential difference between mode frequencies of all measured samples. However there is some difference between damping constants of the strongest IR modes which determine the difference in MW absorption. The complex permittivities of the best quality BMT samples from each group measured by TDTTS are shown in Figure 2.4. The continuous increase of the permittivity with frequency is due to a phonon resonance at 138 cm$^{-1}$ (see Figure 2.3). The permittivities of the samples are close to each other, the fit gives static permittivity of 25.6 for Zr-doped and alkoxide samples and 26.7 for mixed oxide sample. They are in good agreement with MW permittivity values ($\epsilon_{MW} \simeq 24 - 25$) [64]. For alkoxide BMT samples we observe an additional resonances around 30 and 45 cm$^{-1}$ [39]. Since the other samples do not present this kind of resonances we conclude that the enhanced losses in alkoxide BMT ceramics are related to the traces of a secondary non-perovskite phase. However this second phase is probably not usually detected Ba$_5$Ta$_4$O$_{15}$ satellite of BMT perovskite phase because TDTTS does not reveal any modes below the lowest IR-mode around 70 cm$^{-1}$ in pure Ba$_5$Ta$_4$O$_{15}$ [60]. Another candidates can be Ba$_7$Ta$_6$O$_{17}$ or other secondary Ba-Ta-O phases observed in BMT.
Figure 2.2: IR reflectivity spectra of chosen BMT samples. Solid and dash lines correspond to experimental and the fitted curves. BMT samples are Zr-doped mixed oxide (a), undoped mixed oxide (b) and alkoxide (c).
Figure 2.3: Permittivity and losses of Zr-doped mixed oxide BMT sample obtained from the fit
ceramics [72] containing heavy groups of atoms with low eigenfrequencies. The results of our sub-mm measurements of BMT ceramics are summarized in Table [2.1] where permittivities and quality factors determined by TDTTS are compared with the published IR and MW data. The comparison shows a large scattering (about an order of magnitude) of quality factors published in literature and determined in the present study. It rises the question of reliability of loss values obtained by different measuring techniques and the validity of the linear extrapolation of THz losses down to MW region. In particular, the quality factors published in [76] seem to be overestimated by an order of magnitude.

Our TDTTS and FTIR spectroscopic study of BMT ceramics leads to following conclusions: (i) Zr-doping during two-step mixed oxide process increases quality factor of BMT ceramics in THz range in agreement with the results of MW measurements [70]; (ii) BMT ceramics prepared by alkoxide process are characterized by additional resonances in THz range due to the presence of secondary phase of unknown structure and have appreciably higher intrinsic losses than BMT ceramics prepared by mixed oxide technology. The latter result is in contradiction to MW measurements [76] probably due to the overestimation of MW quality factor or failure of a simple classical oscillator model in the case of additional resonances in sub-mm range.
2.3.2 CaTiO$_3$-based complex ceramic systems

CaTiO$_3$ (CT) is a good candidate for a microwave dielectric since it has a high permittivity of 160, quality factor $Q = 8000$ at 1.5 GHz but unfortunately it has a large positive temperature coefficient of resonant frequency ($\tau_f = +850$ ppm/$^\circ$C) [78]. In order to produce a MW material with $\tau_f$ close to zero, one may form a solid solution combining CaTiO$_3$ with a material exhibiting a negative $\tau_f$. We have studied four complex ceramic systems in which CaTiO$_3$ is mixed in different ratios with MW perovskites: Sr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ (SMN), Sr(Zn$_{1/3}$Nb$_{2/3}$)O$_3$ (SZN), LaGaO$_3$ (LG) and NdAlO$_3$ (NA). The samples were provided by "Materials Research Institute, Sheffield University, UK". They were synthesized by a conventional mixed oxide route using CaCO$_3$, TiO$_2$, Nd$_2$O$_3$, Al$_2$O$_3$, La$_2$O$_3$, Ga$_2$O$_3$, SrCO$_3$, MgO, ZnO and Nb$_2$O$_5$ high purity powders. The weighted starting regents were mixed in appropriate ratios and milled. The powders were calcined for 4-6 hours at temperatures between 1300°C and 1550°C, depending on composition. Calcined powders were re-milled, pressed into discs and sintered for 4-6 hours at the temperatures between 1500°C and 1650°C. The samples for TDTTS were prepared in the form of plane-parallel pellets with the diameter of 6 mm and the thickness of approximately 0.2 mm. For FTIR reflectivity measurements more than 2 mm thick samples with optically polished front side have been used.

CaTiO$_3$-Sr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ and CaTiO$_3$-Sr(Zn$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics

Sr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ is a material with small negative temperature coefficient ($\tau_f = -14$ ppm/$^\circ$C), permittivity $\epsilon = 33$ and $Q = 20000$ at 3 GHz [78]. It is one of the candidates to compensate the positive temperature coefficient of CaTiO$_3$ in solid solution systems. Structural investigation of SMN revealed 1:2 stoichiometric B-site cations ordering in trigonal complex perovskite structure (space group P3m1) [79]. However, in (1-x)CaTiO$_3$– xSr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ this kind of ordering is maintained for $x > 0.9$ only [80]. Additional evidence for B-site ordering was given by observation of two Raman peaks near 391 and 825 cm$^{-1}$ in CT-SMN which are not present in pure CaTiO$_3$.

First peak is related to the long-range order and vanishes for $x \leq 0.8$. Second peak at 825 cm$^{-1}$ is present even for higher concentrations of CaTiO$_3$ and it becomes wider with decreasing $x$. It was suggested that it reflects the degree of short-range ordering (nonrandom B-site distribution) in CT-SMN [81]. The temperature coefficient of resonant frequency $\tau_f$ tunes through zero at $x \simeq 0.8$ with $\epsilon \simeq 45$. However the quality factor is rather poor for this composition $Q \times f = 11$ THz [80][81]. Therefore it is very important to determine whether the fundamental (intrinsic) or extrinsic losses are responsible for decrease of quality factor in CT-SMN ceramics.

We have studied set of eight CT-SMN ceramics with different compositions ($x = 0; 0.1; 0.25; 0.4; 0.5; 0.6; 0.8; 1$). The obtained FTIR reflectivity and TDTTS spectra were fitted together using factorized oscillator model (Equation 1.29). In the case of ordered $A$(B$'_{1/3}$B$'_{2/3}$)$_3$O$_3$ compounds (Sr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ is a particular case), factor group analysis in the paraelectric phase (P3m1, $Z = 3$) yields 16 IR-active modes [77]. Pure CaTiO$_3$ has 25 IR-active modes (only 14 of them are strong enough to be detected [82]). We have used 16 four-parameter oscillators for the fitting of pure SMN, 9 oscillators for $0.4 \leq x \leq 0.8$ where long-range ordering of B-sites does not exist and 11-13 oscillators for $x \leq 0.25$. The measured reflectivity of pure
Sr(Mg_{1/3}Nb_{2/3})O_3 ceramics agrees with the data published by Fukuda et al. [83]. However, they used 20 oscillators for the fitting of reflectivity which is obviously redundant for Sr(Mg_{1/3}Nb_{2/3})O_3. The fitted permittivity and dielectric losses of chosen samples are shown in Figure 2.5 together with the directly measured submillimeter and MW data. It is seen that MW and submillimeter permittivity values are in a good agreement with the fitted curves. However, MW dielectric loss values are somewhat higher than intrinsic losses extrapolated by the fitting procedure. This difference is more pronounced for $x \geq 0.8$. In order to demonstrate this effect more clearly $Q \times f$ values measured in the MW range and those obtained from the fits are plotted as functions of CT-SMN composition (Figure 2.6). Quality factors tend to decrease when the concentration of SMN is decreasing. However, this dependence is steeper in the case of intrinsic losses obtained from IR data. Thus for $x \leq 0.1$ the dielectric loss is fully determined by the fundamental intrinsic losses and for $x = 0.8$ the extrapolated quality factor is twice smaller than the measured one. Taking into account the comparison in Figure 2.6 we can conclude that the poor quality factor of CT-SMN ceramics with $\tau_f \approx 0$ ($x \approx 0.8$) is mostly a consequence of extrinsic losses which may be eliminated by reducing the defect density in the ceramics. On the other hand, MW dielectric losses are rather close to the fitted intrinsic losses for $x \leq 0.25$. It indicates a high quality of CaTiO_3 ceramics moderately doped with Sr(Mg_{1/3}Nb_{2/3})O_3.

Ordered Sr(Zn_{1/3}Nb_{2/3})O_3 has the same structure as Sr(Mg_{1/3}Nb_{2/3})O_3, its permittivity is a slightly higher $\epsilon \approx 42.7$ and the quality factor ($Q = 3850$ at 3 GHz) is appreciably lower than that of Sr(Mg_{1/3}Nb_{2/3})O_3. Temperature coefficient of resonant frequency in pure Sr(Zn_{1/3}Nb_{2/3})O_3 $\tau_f = -26.8$ ppm/°C [84]. Solid solutions (1-x)CaTiO_3-xSr(Zn_{1/3}Nb_{2/3})O_3 has not been investigated in MW and far IR ranges until recently. Initial X-ray diffraction study revealed perovskite structure in the full range of concentrations. Therefore, despite of rather high dielectric losses in CT-SZN system, its investigation is interesting from the point of view of comparison with CT-SMN. The important point is that the temperature stable MW ceramics with higher permittivity ($\tau_f \approx 0$ for $x = 0.87$) can be obtained.

We have studied set of seven CT-SZN ceramics with different compositions ($x = 0; 0.2; 0.4; 0.5; 0.6; 0.8; 1$). The number of IR modes used for the fitting of FTIR reflectivity and TDTTS complex permittivity data was varied from 8 (for $x = 0.6$) to 16 (for $x = 1$). The measured reflectivity and the parameters of the fitting model of pure Sr(Zn_{1/3}Nb_{2/3})O_3 agrees with previously published data [83]. The fitted permittivity and dielectric losses of several samples are shown in Figure 2.7 together with the directly measured submillimeter and MW data. The observed correspondence between the fitted and the directly measured permittivity values is rather good. MW dielectric losses are somewhat higher than the intrinsic losses predicted by the fits. However this difference is not so essential as in the case of CT-SMN system. Thus we can conclude that the low quality factor of CT-SZN ceramics are mostly related to the fundamental (intrinsic) loss mechanisms due to multiphonon absorption processes. In contrast to CT-SMN ceramics there is no technological way to achieve appreciably higher quality of investigated CT-SZN ceramics.

CaTiO_3-LaGaO_3 ceramics

Lanthanum gallate (LaGaO_3) has attracted much attention as a substrate for epitaxial growth of superconducting YBa_2Cu_3O_7-δ film. It was found that it can be good
Figure 2.5: Permittivity and dielectric loss spectra of (1-x)CaTiO$_3$–xSr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics. Solid lines correspond to the fit, points are measured submillimeter and MW data.
alternative to SrTiO$_3$ because of better lattice match. Moreover LaGaO$_3$ possesses very low dielectric losses up to GHz frequency range having permittivity $\epsilon \simeq 25$ and it is promising material for microwave applications. Mixing LaGaO$_3$ with CaTiO$_3$ had been expected to improve permittivity and temperature stability of obtained compounds.

LaGaO$_3$ undergoes a phase transition at 145°C in which it transforms from high-temperature rhombohedral phase to orthorhombic structure with $Pnma$ space group $[85,86]$. The factor group analysis predicts 24 Raman-active and 25 IR-active phonon modes for orthorhombic LaGaO$_3$ at room temperature. Raman spectroscopy of LaGaO$_3$ ceramics was reported in $[87,88]$. Fortunately, the dielectric and IR measurements were performed on single crystals that gives us a possibility to compare them with our results on ceramics. IR reflectivity has been measured and fitted by Calvani et al. $[89]$ and later by Zhang et al. $[90]$. Dube et al. $[91]$ reported low frequency (100 Hz – 1 MHz) and microwave dielectric properties of LaGaO$_3$ single crystals with (001) and (110) orientations.

We have studied set of nine (1-x)CaTiO$_3$-xLaGaO$_3$(CT-LG) ceramics with $x = l/8$ where $l = 0 \ldots 8$. The samples proved to be single phase by X-ray diffraction. The reflectivity spectra of the samples have been measured by FTIR spectroscopy and fitted by a four-parameter oscillator model. The number of oscillators required to obtain good fits vary from 9 to 12 depending on sample composition. Factor group analysis predicts 25 IR-active modes in LaGaO$_3$ $[87]$ and the same number of modes in pure CaTiO$_3$ $[82]$ though its space group $Pbnm$ is different from $Pnma$ group of LaGaO$_3$. The rest of predicted modes which have not been observed in experiment are probably very weak and their influence on dielectric permittivity and losses is negligible.

The fitted permittivity and dielectric losses of CT-LG samples are shown in Fig-

Figure 2.6: $Q \times f$ values of (1-x)CaTiO$_3$–xSr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics extrapolated from the fits of IR data (triangles) and directly measured at MW frequencies (circles).
Figure 2.7: Permittivity and dielectric loss spectra of (1-x)CaTiO$_3$-xSr(Zn$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics. Solid lines correspond to the fit, points are measured submillimeter and MW data.
ure [2,8] together with the directly measured submillimeter and MW data. The measured submillimeter permittivity and losses are in reasonable agreement with the oscillator fits. The MW dielectric losses are higher than the extrapolated intrinsic losses for $x = 1$ and $x < 0.375$ indicating presence of additional extrinsic losses for these compositions. Other CT-LG show only slight deviation from IR fits within the frames of fitting precision and can be considered as almost free from extrinsic losses.

We have tried to compare our results for pure LaGaO$_3$ ceramics to previous measurements performed on LaGaO$_3$ single crystals [90,91]. For this purpose, we have simulated dielectric response of LaGaO$_3$ crystal at room temperature using the parameters of classical oscillator model determined by Zhang et al. [90]. The total number of oscillators was 10 and their parameters are in satisfactory agreement with our fits. The obtained permittivity values are in good agreement: $\epsilon(0) = 24.3$ from our fit, $\epsilon(0) = 22.6$ from the fit of Zhang et al. The product of MW quality factor and frequency obtained from the simulation is $Q \times f \simeq 83000$ GHz. The same quantity obtained using our fits is slightly higher $Q \times f \simeq 116000$ GHz. Such correspondence between extrapolated MW quality factors can be expected because they describe intrinsic losses which are related to phonon dynamics of material. This dynamics should not appreciably differ whether material is in form of single crystal or ceramics. Taking into account the results of the comparison, we can conclude that the defects in LaGaO$_3$ ceramics do not affect damping or dielectric strength of phonon modes in this material.

Let us now compare directly measured MW quality factors of LaGaO$_3$ single crystals and ceramics. Dube et al. [91] reported $Q = 10500$ at 7.9 GHz for (001)-oriented crystal. However, this values does not refer to the dielectric losses in [001] direction, because measurements were carried out by resonance method and the cylindrical electric field in the cavity does not define the response along a particular crystallographic direction. The measured quality factor of LaGaO$_3$ ceramics $Q \simeq 12600$ at 4.96 GHz. The corresponding products of the quality factor and measuring frequency are 83000 GHz for LaGaO$_3$ crystal and 62500 GHz for LaGaO$_3$ ceramics. One can note perfect correspondence between measured MW dielectric losses of the single crystal and intrinsic losses extrapolated from far IR range. Thus the dielectric losses of LaGaO$_3$ single crystals are fully determined by the fundamental intrinsic losses as it could be expected. On the other hand, the dielectric losses of LaGaO$_3$ ceramics are higher than in single crystal by an amount of extrinsic loss contribution. For investigated LaGaO$_3$ ceramic sample (at 4.96 GHz) about 54% of losses are contributed by the intrinsic losses and 46% are due to the extrinsic losses.

In conclusion, comparison of dielectric losses for ceramic and crystalline forms of LaGaO$_3$ shows that the approach for estimation of intrinsic losses by extrapolation of oscillator model down to MW range gives reasonable results. Thus the verification of this approach demonstrated its validity typical MW material. The MW losses of CT-LG ceramics are mostly determined by intrinsic losses except pure LaGaO$_3$ and $x \leq 0.25$ where pronounced contribution of extrinsic losses is seen.

CaTiO$_3$-NdAlO$_3$ ceramics

NdAlO$_3$ is a rhombohedral perovskite with $\epsilon \simeq 22$, good quality factor ($Q \times f \simeq 58000$ GHz) and a negative temperature coefficient of resonant frequency ($\tau_f = -33$ ppm/°C) [92]. Depending on the chemical composition of the (1-x)CaTiO$_3$–xNdAlO$_3$ (CT-NA)
Figure 2.8: Permittivity and dielectric loss spectra of (1-x)CaTiO$_3$–xLaGaO$_3$ ceramics. Solid lines correspond to the fit, points are measured submillimeter and MW data.
solid solution, relative permittivities higher than 45 can be obtained with high quality factors \((Q \times f > 40000 \text{ GHz})\) and a relatively small temperature coefficient \(\tau_f\). The value of \(\tau_f\) close to zero is observed for \(x \simeq 0.3\) \[93\]. Regarding the crystal structure, depending on composition the X-ray analysis shows the existence of at least two distinct regions. In the range \(0 < x < 0.85\) the structure symmetry is orthorhombic similar to that of pure CaTiO\(_3\) (space group \(Pbnm\)) and for \(x > 0.90\) it is trigonal as in pure NdAlO\(_3\) (space group \(R\bar{3}c\)) \[94\]. Microstructural characterization of CT-NA ceramics demonstrated that the heating conditions during sintering and subsequent cooling strongly affect the number of structural defects and correspondingly the dielectric losses \((Q \times f \text{ may vary from 30000 to 45000 GHz})\) \[95,94\]. Raman scattering study of CT-NA revealed short-range ordering of B-site cations which appears as a broad Raman band around 800 cm\(^{-1}\), this band is absent in both pure CT and NA and it has the strongest intensity for \(x = 0.5\) \[81\].

We have studied set of nine CT-NA ceramics with \(x = l/8\) where \(l = 0\ldots8\). The reflectivity spectra of the samples measured by FTIR spectroscopy and their fits by a four-parameter oscillator model are shown in Figure \[2.9\]. The number of oscillators required to obtain good fits vary from 11 to 13 depending on sample composition. Factor group analysis predicts 25 IR-active modes in pure CaTiO\(_3\) (only 14 of them are strong enough to be detected \[82\]) and 8 IR-active modes for pure NdAlO\(_3\) \[87\]. The correspondence between the number of predicted and observed IR-active modes is thus considered to be reasonable with exception of pure NdAlO\(_3\) \((x = 1)\) where the activation of additional 4 weak modes can be due to a partial relaxation of selection rules related to the existence of the symmetry-breaking defects in ceramic sample.

The permittivity and the dielectric loss obtained from the fit are shown in Figure \[2.10\] together with the values directly measured by microwave and TDTTS. It is seen that the permittivity values are in good agreement for all compositions. However, linear extrapolation of dielectric loss from THz to MW range by oscillator model gives overestimated losses for intermediate concentrations of CaTiO\(_3\) \((0.375 \leq x < 0.75)\). Moreover, the THz loss data are also slightly below the values predicted by the fits for this range of concentrations though the reflectivity curves are perfectly described by the fits (see Figure \[2.9\]). Actually, oscillator model is exactly valid only close to phonon frequencies and it can fail at \(\omega \ll \omega_{TO}\). Nonetheless our experience obtained on many ceramics shows that the extrapolation of oscillator model from THz range to MW range describes well intrinsic losses in many systems. CT-NA system seems to be exception from this rule in contrast to other investigated CaTiO\(_3\)-based microwave ceramics. Nevertheless, one can see that the measured submillimeter losses can be linearly extrapolated to the MW loss values (dotted lines in Figure \[2.10\]). This fact agrees with the predictions of the microscopic theory of intrinsic losses \[57\] which should correctly describe the losses in CT-NA system.

Since the oscillator model fails in the case of CT-NA, the only conclusion we can make from comparison of submillimeter and MW losses is absence of appreciable extrinsic losses for \(0.125 \leq x \leq 0.75\). The pure NdAlO\(_3\) sample and CT-NA with \(x = 0.875\) have extrinsic losses which are due to lower samples quality. Thus CT-NA ceramics with compositions close to the point of temperature stability \((x \approx 0.44\) according to our MW data) can be considered as promising materials for MW applications.
Figure 2.9: IR reflectivity spectra of (1-x)CaTiO$_3$–xNdAlO$_3$ ceramics. Solid and dash lines correspond to the experimental and fitted curves respectively.
Figure 2.10: Permittivity and dielectric loss spectra of (1-x)CaTiO$_3$–xNdAlO$_3$ ceramics. Solid lines correspond to the reflectivity fits, points are measured submillimeter and MW data. Dotted line are linear fits of submillimeter and MW losses.
2.3.3 Doped CeO₂ ceramics

Cerium oxide (ceria, CeO₂) with a cubic fluorite structure (space group Fm̅3m) is a very attractive dielectric material because of its chemical stability, relatively high dielectric constant ($\epsilon \simeq 23$) and close lattice match with silicon which very useful for its application in capacitors and buffer layers of superconducting materials [96]. It was shown that the doping with divalent and trivalent cations (e.g. Mg²⁺, Ca²⁺ and Y³⁺) has a dramatic effect on the sintering and grain growth behavior of CeO₂ ceramics [97]. Though considerable amount of papers devoted to the various aspects of ceria has been published, a very little attention has been paid to the MW dielectric properties of CeO₂ until recently. Kim et al. [98] reported MW dielectric measurements on $x$TiO₂–(1–$x$)CeO₂ ceramics system and demonstrated that it has excellent characteristics as a material for MW resonators. Combination of negative temperature coefficient of CeO₂ ($\tau_f = -104$ ppm/°C) and positive coefficient of TiO₂ ($\tau_f = 350$ ppm/°C) leads to a temperature-stable permittivity in the composition range $x = 0.2 \div 0.4$ [98].

Our investigation is devoted to the analysis of MW dielectric properties of pure and Ca- and Ti-doped CeO₂ ceramics. The samples were provided by M. T. Sebastian (Regional Research Laboratory, Trivandrum, India). The starting materials for preparation were CeO₂, TiO₂ and CaCO₃ high-purity powders. Cerium oxide was calcined at 800°C for 3 hours and mixed in appropriate ratio with TiO₂ (0.43, 0.86, 2.15 and 2.15 mole%) or CaCO₃ (0.5–20 mole%). The obtained mixtures were well-grounded two times, dry-pressed into cylinders and heated to 1675°C at the rate 10°C/min and soaked for 2 hours (sintering). Then they were cooled to 1000°C at the rate of 5.5°C/min and cooled down to room temperature by natural cooling. The density of the obtained pure CeO₂ ceramics was of about 94% of the theoretical density. The addition of a small amount of Ca²⁺ (< 2 mole%) and Ti⁴⁺ (< 2 mole%) increases the density of CeO₂ ceramics. However, further increase of dopants concentration decreases the density. The samples for far IR measurements were prepared in the form of plane-parallel disks with thicknesses in the range of 0.5–1.5 mm.

Infrared reflectivity spectra of pure and doped CeO₂ ceramics at room temperature are shown in Figure 2.11. The shape of the reflectivity curve of pure ceria corresponds to that observed for CeO₂ single crystals [99], however the absolute value of reflectivity is slightly lower for the ceramics. The reflectivity spectra were fitted together with the complex permittivity spectra obtained by TDTTS using three-parameter oscillator model (Equation 1.28). Although only one IR-active phonon mode of F₁u symmetry is allowed in the cubic Fm̅3m structure of CeO₂, two oscillators were needed for the fit of each reflectivity curve. The second one with the frequency near 400 cm⁻¹ could be either a Raman F₂g mode (reported frequency: 465 cm⁻¹ [100]) activated in IR due to the local breaking of inversion symmetry near lattice defects or it could have a multiphonon origin. It is by about two orders of magnitude weaker than the F₁u mode. The changes in the parameters of the main IR-active phonon mode F₁u in CeO₂ with Ti⁴⁺ and Ca²⁺ doping are presented in Table 2.2. With TiO₂ doping $\omega_0$ decreases and $\Delta \epsilon_0$ increases; this explains the observed increase of MW permittivity in TiO₂-doped ceria. The opposite effect is observed in the case of CaCO₃ doping: $\omega_0$ increases and $\Delta \epsilon_0$ decreases with increasing dopant concentration. These changes are also in agreement with MW results [101]. Samples highly doped with CaCO₃ (≥ 10%) show a new heavily damped mode in the spectra near 130 cm⁻¹ apparently related to the structural changes caused by high concentration of the dopant.
Figure 2.11: IR reflectivities of TiO$_2$ doped (a) and CaCO$_3$ doped (b) ceria.
Table 2.2: Parameters of $F_{1u}$ phonon mode in doped CeO$_2$ ceramics at room temperature

<table>
<thead>
<tr>
<th>Doping (mole %)</th>
<th>$\Delta \epsilon_0$</th>
<th>$\omega_0$ (cm$^{-1}$)</th>
<th>$\gamma_0$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>undoped</td>
<td>16.9</td>
<td>282.6</td>
<td>7.0</td>
</tr>
<tr>
<td>0.43% TiO$_2$</td>
<td>18.2</td>
<td>278.7</td>
<td>12.3</td>
</tr>
<tr>
<td>0.86% TiO$_2$</td>
<td>18.8</td>
<td>276.2</td>
<td>13.0</td>
</tr>
<tr>
<td>2.15% TiO$_2$</td>
<td>18.7</td>
<td>273.2</td>
<td>13.4</td>
</tr>
<tr>
<td>0.5% CaCO$_3$</td>
<td>16.9</td>
<td>279.8</td>
<td>8.2</td>
</tr>
<tr>
<td>1% CaCO$_3$</td>
<td>15.5</td>
<td>283.2</td>
<td>7.8</td>
</tr>
<tr>
<td>2% CaCO$_3$</td>
<td>17.0</td>
<td>280.6</td>
<td>19.2</td>
</tr>
<tr>
<td>5% CaCO$_3$</td>
<td>17.3</td>
<td>269.4</td>
<td>37.4</td>
</tr>
<tr>
<td>10% CaCO$_3$</td>
<td>12.9</td>
<td>290.6</td>
<td>64.1</td>
</tr>
<tr>
<td>20% CaCO$_3$</td>
<td>9.8</td>
<td>290.6</td>
<td>64.1</td>
</tr>
</tbody>
</table>

Extrapolation of IR and submillimeter fits down to MW frequencies provides a good correspondence with the directly measured MW values of permittivity. However, the dielectric losses and quality factors show a significant difference. This is clearly demonstrated in Figure 2.12 where the values of $Q \times f$ measured at MW frequencies are plotted together with the results of the fits. For all investigated samples the measured quality factors are smaller than the quality factors related to the intrinsic loss only which are extrapolated from the fits of IR and submillimeter measurements. This fact indicates the presence of extrinsic loss in the studied ceramics. Comparing Figures 2.12a and 2.12b one can note that doping with TiO$_2$ decreases the quality of ceria much more than doping with CaCO$_3$. Furthermore, small concentrations of CaCO$_3$ (about 1 mol%) even increase the quality factor of the ceramic system. On the other hand, the intrinsic losses are comparable in both cases (in CaCO$_3$ doped sample they are slightly larger due to higher damping constants of the phonon modes).

In order to clarify the origin of high extrinsic losses in pure and doped ceria the low temperature measurements have been performed. Figure 2.13 shows temperature dependence of dielectric losses in pure CeO$_2$ ceramics obtained from the fits of IR reflectivity and THz complex permittivity in comparison with directly measured MW dielectric losses. It is clearly seen that the MW losses decrease faster on cooling than the extrapolated intrinsic losses. A more detailed view of the temperature behavior of dielectric losses in investigated samples at a particular MW frequency (5.58 GHz) is given in Figure 2.14. One can see a pronounced peak in the temperature dependence of dielectric loss in pure CeO$_2$ which gives evidence of the extrinsic loss caused by the temperature activated relaxation of defects in the ceramics sample. On the other hand, dielectric loss in Ca-doped ceria is lower than in pure CeO$_2$ and it is a monotonous function of temperature: the pronounced relaxation mechanism is absent here. However, irrespectively to relaxational losses, comparison of MW losses with the intrinsic loss values estimated from the IR and submillimeter measurements shows that both samples have appreciable extrinsic contribution to dielectric loss. This additional contribution varies with temperature approximately linearly (small intrinsic three-quantum loss depends quadratically on temperature above 100 K). Taking into account the fact that extrinsic losses caused by disorder induced one-phonon absorption or increased phonon scattering do not depend on temperature appreciably, one comes to the conclusion that the mechanism responsible for extrinsic loss is the quasi-
Figure 2.12: Microwave quality factors of TiO$_2$ doped (a) and CaCO$_3$ doped (b) ceria. Open circles are results of MW measurements, open squares are values extrapolated from the fits of IR and submillimeter data.

Debye type contribution (see Section 2.1, Equation 2.7). This kind of extrinsic loss is present in non-centrosymmetric lattices and can be activated in distorted grain boundaries of CeO$_2$ ceramics. This assumption also correlates with the activation of F$_{2g}$ Raman mode in IR spectra due to the breaking of inversion symmetry. Similar kind of grain boundary activity was observed in SrTiO$_3$ ceramics [102].

In conclusion, our TDTTS, microwave and infrared spectroscopic study of Ca$^{2+}$ and Ti$^{4+}$ doped CeO$_2$ ceramics has revealed following features: (i) the quality factor and the dielectric constant are improved by the addition of 1 mol% CaCO$_3$, but they deteriorate as the Ca$^{2+}$ content further increases, (ii) the addition of TiO$_2$ essentially decreases the quality factor, (iii) two sources of extrinsic losses (thermal relaxation and quasi-Debye loss) were found in pure ceria, however, the first loss mechanism (thermal relaxation of the defects) is suppressed by the doping with 1 mol% of CaCO$_3$ which indicates a possibility of improvement of the CeO$_2$ ceramics quality factor by Ca$^{2+}$ doping.
Figure 2.13: Temperature dependence of MW and submillimeter dielectric losses in pure CeO$_2$ compared with the fit of IR reflectivity.

Figure 2.14: Temperature dependence of MW dielectric losses of pure CeO$_2$ (solid line) and 1 mol% Ca-doped CeO$_2$ compared with intrinsic losses of pure CeO$_2$ extrapolated from IR and submillimeter measurements (full circles). Dotted line is the fit of intrinsic losses with ($a + bT^2$) law. Measuring frequency - 5.58 GHz.
Part 3
Perovskite oxides with relaxor properties

3.1 Introduction

Among the great variety of ferroelectric materials the ABO$_3$ perovskite oxides constitute an important class of ferroelectrics. Their relatively simple chemical and crystallographic structures stimulated extensive investigation of their properties. The typical member of ABO$_3$ family is BaTiO$_3$ which was the first discovered (in 1944) perovskite ferroelectric \[103\]. Its structure in paraelectric phase (cubic space group $Pm\bar{3}m$) and the temperature dependence of the permittivity taken from Ref. \[104\] are shown in Figure 3.1. Below ferroelectric phase transition at 120°C, BaTiO$_3$ lattice transforms to tetragonal symmetry with non-zero spontaneous polarization. On further cooling there are two other phase transitions at 0°C and -70°C characterized by a change of the direction of spontaneous polarization. The temperature dependence of the permittivity has a sharp peak at the transition point near 120°C and above the transition it can be described by the Curie-Weiss law

$$\epsilon(T) = \epsilon_r + \frac{C}{T - T_c},$$  \hspace{1cm} (3.1)

where $T_c$ is the critical temperature, $C$ is the Curie-Weiss constant and $\epsilon_r$ is the temperature independent part of permittivity.

It was found that the structural change during phase transitions of displacive type is related to the slowing down of a single phonon mode frequency - such a mode is called soft mode \[105\]. In the case of ferroelectric phase transition this mode is IR-active, i.e. it possesses non-zero dipole moment which freezes below the transition temperature and gives raise to the spontaneous polarization. The sketch of the cubic perovskite unit cell distortion corresponding to the ferroelectric soft-mode is depicted in Figure 3.2. If we assume the other phonon modes to be temperature independent in the vicinity of the transition, the relation between the soft mode frequency and the static permittivity can be obtained using the factorized model of dielectric response (Equation 1.29). It is written here as a simplified form of Lyddane-Sachs-Teller (LST) relation \[106\]

$$\epsilon(T) = \frac{A}{\omega^2_{TO_1}(T)}$$  \hspace{1cm} (3.2)
Figure 3.1: Cubic perovskite structure of BaTiO$_3$ (a) and its temperature dependence of permittivity along polar c-axis and non-polar a-axis (b).

where $\omega_{TO1}(T)$ is the soft mode frequency and $A$ is a proportionality constant. It is easy to see from Equation 3.2 that the permittivity divergence according to the Curie-Weiss law is connected to the vanishing of the soft mode frequency: $\omega_{TO1} \propto \sqrt{T - T_c}$. This behavior of the soft mode is known as the Cochran law \[107\].

Besides ordinary perovskite ferroelectrics with phase transition occurring at relatively high temperatures, like BaTiO$_3$, PbTiO$_3$ and KNO$_3$ where quantum effects can be neglected, there is a group of incipient ferroelectrics with perovskite structure in which the ferroelectric phase transition does not occur down to 0 K. The most extensively studied compounds of this family are SrTiO$_3$, KTaO$_3$ and CaTiO$_3$. Permittivity of these materials obeys Curie-Weiss law at high temperatures but saturates at low temperatures. The simplest expression that describes this behavior was found by Barrett \[111\] who extended the classical Slater’s theory of ferroelectricity in perovskites \[112\] by treating the ionic polarizability quantum mechanically instead of classically

$$\epsilon(T) = \epsilon_r + \frac{C}{\frac{1}{2} T_1 \coth\left(\frac{h \nu}{2T}\right) - T_0}.$$  \hspace{1cm} (3.3)

Here $T_1 = h\nu/k$ is a characteristic temperature ($\nu$ is eigenfrequency of a quantum oscillator) and $T_0$ is the generalized Curie-Weiss temperature. For $T \gg T_1$, Equation 3.3 asymptotically approaches the Curie-Weiss law. On the other hand, for $T \to 0$, the permittivity saturates near the value $\epsilon_r + C/(0.5T_1 - T_0)$. The parameters of the Barrett formula for the main incipient ferroelectrics are summarized in Table 3.1. The

<table>
<thead>
<tr>
<th>Material</th>
<th>$\epsilon$(RT)</th>
<th>$\epsilon_{\text{max}}$</th>
<th>$\epsilon_r$</th>
<th>$C$, $10^4 K$</th>
<th>$T_0$, K</th>
<th>$T_1$, K</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SrTiO$_3$</td>
<td>305</td>
<td>$\simeq 20000$</td>
<td>8</td>
<td>8</td>
<td>35.5</td>
<td>80</td>
<td>[108]</td>
</tr>
<tr>
<td>KTaO$_3$</td>
<td>239</td>
<td>3840</td>
<td>47.5</td>
<td>5.45</td>
<td>13.1</td>
<td>56.9</td>
<td>[109]</td>
</tr>
<tr>
<td>CaTiO$_3$</td>
<td>168</td>
<td>331</td>
<td>43.9</td>
<td>4.77</td>
<td>-111</td>
<td>110</td>
<td>[110]</td>
</tr>
</tbody>
</table>
Curie-Weiss temperature \( T_0 \) for SrTiO\(_3\) and KTaO\(_3\) is positive, however, the phase transition is suppressed in these materials due to the quantum fluctuations (zero-point motion). Therefore sometimes they are referred as quantum paraelectrics. On the other hand, for CaTiO\(_3\) \( T_0 \) has formally a negative value from the viewpoint of Equation 3.3. The ferroelectric phase transition does not occur in CaTiO\(_3\) at any temperature because the soft mode force constants remain positive maintain down to 0 K maintaining the stability of nonferroelectric state \([113]\). Quantum effects do not play a decisive role in this case. Nevertheless, the Barrett law can be used for the fitting of CaTiO\(_3\) permittivity as a convenient empirical expression.

### 3.1.1 Complex perovskite relaxors

Another class of ferroelectric materials is formed by complex compounds, often having perovskite structure, which are characterized by a broad frequency dependent maximum in the temperature dependence of permittivity (Figure 3.3). This behavior is related to strong dielectric relaxations observed in these materials. Therefore the common name for this class of ferroelectrics is ”relaxors” or ”relaxor ferroelectrics” \([114]\). The relaxor ferroelectrics comprise a large number of stoichiometric complex perovskites with the chemical formula \( A(B'_xB''_{1-x})O_3 \), for example \( \text{Pb}(\text{Mg}_{1/3}\text{Nb}_{2/3})\text{O}_3 \) (PMN), \( \text{Pb}(\text{Sc}_{1/2}\text{Ta}_{1/2})\text{O}_3 \) (PST) and \( \text{Pb}(\text{Sc}_{1/2}\text{Nb}_{1/2})\text{O}_3 \) (PSN), and some perovskite solid solutions: \( (\text{Pb}_{1-3x/2}\text{La}_x)(\text{Zr}_{1-y}\text{Ti}_y)\text{O}_3 \) (PLZT \( x/y/(1-y) \)) and \( (\text{Pb}_{1-x}\text{Ba}_x)(\text{Zr}_{1-y}\text{Ti}_y)\text{O}_3 \) (PBZT). Compared to conventional ferroelectrics they are distinguished by a broad peak in the real part of the dielectric permittivity as a function of temperature. The magnitude of this peak decreases and its position shifts to higher temperature with increasing measurement frequency (from Hz to GHz). The imaginary part of the permittivity exhibits a similar shifts of the peak position, while its magnitude shows an increase with increasing measurement frequency (Figure 3.3).

It was found that relaxor behavior occurs if a static or dynamical disorder exists in the lattice. In particular, it was shown that PST ceramics with B-site ordering
Figure 3.3: Real (a) and imaginary (b) parts of permittivity of typical relaxors as a function of temperature. Taken from [115] and [116].

demonstrates a usual ferroelectric behavior whereas disordered PST shows the dielectric properties typical for relaxor ferroelectrics [117]. X-ray diffraction, transmission electron microscopy and infrared spectroscopy study of the disorder in PMN, PST and other A(B1/2B′1/2)O3 perovskites are presented in [118].

The Curie-Weiss law is valid in relaxor ferroelectrics only above a temperature $T_d$ (called Burns temperature) which is appreciably higher than the temperature of the permittivity peak. For example, in PMN the maximum of permittivity is around 270 K and $T_d \approx 600$ K. Burns and Dacol analyzed temperature behavior of refractive index of PLZT [119], PMN and PZN (Pb(Zn1/3Nb2/3)O3) [120] relaxor crystals and demonstrated that these crystals possess a local randomly oriented polarization below $T_d$. In contrast to ordinary ferroelectrics with macroscopic polarization domains, the non-vanishing polarization is a local property of relaxor ferroelectrics on a nanometer scale. Owing to the random orientation of the polarization nanoclusters, which are closely related to the lattice disorder, the average macroscopic polarization in the sample is zero.

The difference between relaxors and ordinary ferroelectrics appears in the temperature behavior of hysteresis loop and its parameters such as remanent polarization $P_r$ and saturation polarization $P_s$. The large remanent polarization observed in ordinary ferroelectrics below $T_c$ is a manifestation of the cooperative nature of the ferroelectricity (Figure 3.4a). A relaxor, on the other hand, exhibits a so-called slim loop, as it is shown on the right-hand side of the Figure. For sufficiently high electric fields the polar nanodomains can be oriented by the electric field which leads to a large macroscopic polarization; however, on removing the field most of these domains randomize their orientations resulting in a small $P_r$. The small but non-vanishing $P_r$ value is an evidence of the presence of some degree of cooperative freezing of nanodomains.
The saturation and remanent polarization of normal ferroelectrics decrease with increasing temperature and vanish at the transition point (Figure 3.4b). No polar order exists above \( T_c \). By contrast, the field-induced polarization of a relaxor decreases smoothly through the temperature of permittivity maximum \( T_m \) and persists to Burns temperature \( T_d \) well above \( T_m \).

The deviation from the Curie-Weiss law in relaxors caused by the appearance of nanoclusters was described in analogy with the spin glass behavior [122]. Temperature dependence of the permittivity can by fitted by the modified Curie-Weiss law with an additional parameter of local order 
\[
q(T) = \frac{1}{2} \langle P_i P_j \rangle,
\]
where \( P_i \) and \( P_j \) denote the neighboring clusters dipole moments. \( q(T) \approx 0 \) above \( T_d \) and increases below this temperature indicating an onset of short-range dipolar correlations. Fluctuations (hopping) of nanocluster polarization leads to the relaxational dielectric response. In the case of a single relaxation time \( \tau \), the complex permittivity is described by relation
\[
\epsilon(\omega) = \epsilon'(\omega) - i\epsilon''(\omega) = \frac{\Delta\epsilon}{1 + i\omega\tau} + \epsilon_\infty
\]
where \( \Delta\epsilon \) is the dielectric contribution of relaxator and \( \epsilon_\infty \) is the high frequency permittivity. Equation [3.4] was introduced by Debye [123] for the relaxation of polar molecules in liquids where the potential energy of the dipole can be considered as isotropic. In solids this situation does not hold and the symmetry of the potential is determined by the lattice symmetry. Thus the local dipole moment can switch between several minima of potential energy. It is easy to show that Equation [3.4] is valid for this case as well.

In the case of a thermally activated hopping of the dipole moment between equilibrium states, the relaxation time is temperature dependent and can be described by
Figure 3.5: Potential well diagrams which illustrates activation energy for relaxational hopping between adjacent and opposite states of cluster polarization. Taken from [124].

\[ \tau(T) = \tau_0 \exp \left( \frac{E_a}{kT} \right) \]  

(3.5)

where \( E_a \) is the activation energy (barrier between equilibrium states) and \( \tau_0 \) is the characteristic time of thermal motion being of the order of inverse phonon frequencies. The most probable hopping mechanism corresponds to the lowest potential barrier between the polarization states. It can be illustrated by the example of PMN family of relaxors which are rhombohedral and have the potential wells along (111) directions (Figure 3.5). Generally the electrocrystalline anisotropy energy (barrier between adjacent states) is smaller than the heterophase fluctuation energy (barrier between opposite states) [124].

Equation 3.4 results in a peak of \( \epsilon''(\omega) \) at frequency \( \omega_m = 1/\tau \). Therefore it is easy to find \( \tau(T) \) from the measurements of \( \epsilon(\omega) \) spectra at different temperatures. However, often \( \epsilon(T) \) curves are measured at few different frequencies \( \omega \) only. Then the temperatures of permittivity or losses maxima \( T_m \) at different measurement frequencies \( \omega \) are analyzed. In the simplest case of Debye relaxation with the relaxation time following the Arrhenius law, such approach can be used in the sense that \( T_m(\omega) \) will also follow Arrhenius law. This is due to the fact that losses (or permittivity) as a function of temperature reaches the maximum when \( \omega_m \) is approximately equal to the measuring frequency \( \omega \). However, the dielectric spectrum of relaxors is strongly multidispersive, i.e. contains a broad distribution of relaxation times. In this case, the permittivity can be described by empirical relations [125]. The most popular among them is the Cole-Cole relation

\[ \epsilon(\omega) = \frac{\Delta\epsilon}{1 + i(\omega\tau)^{1-\alpha}} + \epsilon_\infty \]  

(3.6)

where \( \alpha \) is an empirical parameter describing diffuseness of the spectrum (\( \alpha = 0 \) for the Debye process). Another way to interpret diffused dielectric spectra is to introduce a distribution function of relaxation times \( g(\tau) \) and consider the dielectric response of the relaxor ferroelectric as a sum of dielectric responses of Debye relaxators.
the complex permittivity can be presented in the form

$$
\epsilon(\omega) = \Delta \epsilon \int_0^\infty \frac{g(\Omega) d \ln \Omega}{1 + i(\omega/\Omega)} + \epsilon_\infty
$$

(3.7)

$$
\int_0^\infty g(\Omega)d\Omega/\Omega = 1
$$

(3.8)

where $\Omega = 1/\tau$ is the relaxation rate and Equation 3.8 is the normalization condition. In the case of rather broad distribution $g(\tau)$, the behavior of $T_m(\omega)$ can essentially differ from the behavior of $\omega_m(T)$ (or generally $g(\tau, T)$). It was shown by Tagantsev [126] that the gradual broadening of the relaxation time distribution on cooling can lead to the Vogel-Fulcher behavior of $T_m(\omega)$. The latter behavior is described by the expressions

$$
\omega_m^{-1}(T) = \tau(T) = \tau_0 \exp \left[ \frac{E_a}{k(T - T_f)} \right],
$$

(3.9)

$$
T_m(\omega) = T_f - \frac{E_a}{k \ln \omega \tau_0}
$$

(3.10)

where $T_f$ is so called ”freezing temperature” at which relaxation time tends to infinity. Equation 3.10 is commonly used for the systems with glassy behavior where below the finite temperature $T_f$ system is frozen into a nonergodic state without macroscopic ordering [127]. In particular, it has been used to describe relaxation dynamics in PMN [128], PLZT [129] and other relaxor ferroelectrics [121].

One of the key questions related to the relaxor ferroelectrics is their ground state at low temperatures below $T_f$. Disordered polarization state of relaxor can be empirically considered as a dipolar glass state. However, the nature of transition into this state is still under debate. Two common points of view on this problem exist in the literature. The first one in based on the model of orientational glasses [130] and has been applied to PMN [131,128] and PLZT [129] relaxor ferroelectrics. The following experimental facts support this model: (i) a Vogel-Fulcher-type critical slowing down of relaxation dynamics has been observed, (ii) the third order nonlinear susceptibility as a function of temperature has a maximum near the freezing point [128], (iii) the permittivity and remanent polarization below $T_f$ depend on the sample history. The second point of view was proposed by Westphal, Kleemann and Glinchuk [132] and suggests the ground state of relaxor as nanodomain ferroelectric state. The main role in this model is played by quenched random fields which break the system into domains. Birefringence measurements done on PMN single crystals revealed hysteretic behavior and electric field induced Barkhausen jumps typical for system with ferroelectric domains [132].

Both mentioned models of relaxor ground state have some inconsistencies. Recently, a new spherical random-bond – random-field model of relaxor ferroelectrics [133] has been developed in order to provide a more general view on the nature of ”freezing” in relaxors. In particular, it explains finite values of the nonlinear susceptibility at the freezing point. This model predicts a coexistence of two phases, namely, a glass phase without long-range order and a long-range ordered polarized ferroelectric phase. Therefore the predicted permittivity and nonlinear susceptibility do not diverge at freezing point as it could be expected for the permittivity of pure ferroelectrics or for nonlinear susceptibility of orientational glasses.
3.1.2 Doped incipient ferroelectrics

Perovskite relaxor materials, like PMN and PST, considered in Section 3.1.1 can be called "intrinsic relaxors". They are true chemical compounds with a fixed composition, in which the high level of structural disorder produces the relaxor state. On the other hand, materials like PLZT possess relaxor properties due to chemical substitution of lead ions in PZT by aliovalent La$^{3+}$ ions above certain concentration threshold. In this case, the parent PZT material has a well defined ferroelectric phase transition and the La-doping induces smearing of this transition. In addition, there is another group of perovskite relaxors, in which the parent material is a quantum paraelectric (incipient ferroelectric), like SrTiO$_3$ or KTaO$_3$, in which the ferroelectric instability is suppressed at low-temperatures. In this case, doping with some kind of ions can induce the ferroelectric phase transition or lead to relaxor-type behavior [121]. The formation of glass-like state is also possible in such systems [134][130].

Several mixed systems with typical relaxor behavior were reported in the literature. Among the most studied are $K_{1-x}Li_xTaO_3$ (KLT), $KTA_{1-x}Nb_xO_3$ (KTN) and $Sr_{1-x}Ca_xTiO_3$ (SCT). Recently, an increasing interest has been devoted to $Sr_{1-1.5x}Bi_xTiO_3$ system (SBiT) [135]. The formation of these solid solutions is based on substitution of ions of the parent (host) lattice by the impurity ions. Li$^+$ and Ca$^{2+}$ are believed to substitute A-site ions in KLT and SCT, whereas Nb$^{5+}$ substitute B-site Ta$^{5+}$ ions in KTN. Polarization clusters in doped incipient ferroelectrics are formed around impurity ions which tend to occupy an off-center position at their site. The dipole moment produced by an off-center shift of the impurity ion polarizes the host lattice in the neighborhood which leads to an effective increase of the dipole moment. It can be written as [134]

$$d_i^* = d_i [1 + \gamma (\epsilon_{ph} - 1)/3]$$

where $d_i^*$ is an effective dipole moment of the dipole $i$ ($\gamma \approx 1$ is the local field correction factor), $d_i$ is the permanent dipole moment of the impurity and $\epsilon_{ph}$ is the dielectric constant determined by the phonon contribution.
The ionic radius of lithium at the A-site of KTaO$_3$ is about twice smaller than that of potassium. Therefore KLT has a relatively large space for the off-center displacement of Li. An approximate calculation of the local potential minimum for Li ion in KLT performed by van der Klink and Khanna [136] demonstrated that there are six equivalent off-center positions which are shifted by 1.35 Å along ⟨100⟩ directions from the equilibrium potassium position. Schematic atomic arrangement in KTaO$_3$ unit cell with one Li ion hopping among six equivalent minima is shown in Figure 3.6. Recent ab initio calculations yield 0.6 Å [137] and 1.00 Å [138] for the ⟨100⟩ displacement. Experimental data for this value obtained by NMR study yield 1.26 Å [139]. Other investigations give values in the range from 0.5 to 1.6 Å (see [140] and references therein).

Situation in KTN is more complicated because Nb and Ta ions have approximately the same radius and the off-center displacement should be rather small. Nevertheless, Girshberg and Yacoby [141] have shown theoretically that a strong non-uniform electron-phonon interaction leads to the off-center displacements of Nb ions in KTN. The value of this displacement found by means of X-ray absorption fine-structure measurements [142] is 0.15 Å along ⟨111⟩ direction, i.e. by an order of magnitude smaller than Li displacement in KLT. On the other hand, ab initio calculations performed by Kvyatkovskii [137] predict narrow potential well for Nb atoms in KTN without off-center minima and a local vibration frequency higher than for Ta atoms. Thus the question about the value of Nb displacement in KTa$_{1-x}$Nb$_x$O$_3$ and about its role in observed phase transition has not been satisfactorily answered, yet.

The interaction of impurities dipole moments with the soft mode and with each other leads to the phase transition above certain concentration level of the doping denoted as $x_c$. Near this concentration level the transition temperature $T_c$ tends to zero (the displacive quantum limit) and, consequently, quantum effects have to be taken into account. The theory of such ”quantum ferroelectric” transitions has been developed [143]. It predicts the behavior of the transition temperature $T_c(x)$ and of the inverse dielectric constant $\epsilon^{-1}(T)$ which are different from those predicted by the classical mean-field theory

$$T_c(x) \propto (x - x_c)^{1/2},$$

$$\epsilon^{-1}(T) \propto (T - T_c)^2.$$  \tag{3.12}  \tag{3.13}

The critical concentrations $x_c$ found from experiments are 0.008 for KTN [144], 0.0018 for SCT [145] and 0.0005 for SBIT [135]. As to KLT, $x_c$ is not well-defined for this system because of slow dynamics of Li ions at low temperatures. One can define a concentration $x_r = 0.022$ marking onset of relaxor-like response and appearance of the phase transition at finite temperature [146]. For SBIT, in our opinion, the situation is similar to KLT and relaxor-like behavior occurs for $x > x_r = 0.0267$ [135] but no clear signs of the phase transition have been found.

The detailed theory of random electric dipole interaction in highly polarizable lattice has been developed by Vugmeister, Glinchuk and other authors (see [134] and references therein). It was found that for dipoles in highly polarizable lattice there are two limiting cases expressed in terms of the quantity $nr_c^3$, where $n$ is the impurity concentration and $r_c \propto \sqrt{\epsilon_{ph}}$ is the dipolar correlation length (the mean radius of the polarized region around impurity):

(i). The low concentration limit. The separation between dipoles is greater than
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$r_c$, i.e. $nr_c^3 < N^*$, where $N^*$ is a characteristic quantity for the given system. In this case, fluctuations of the polarization suppress the ferroelectric order and glass-like or relaxor state is formed at low temperatures. For very small impurity concentrations where $r \gg r_c$, the correlation effects are negligible: at low temperatures the dielectric behavior of the system is characterized by a Debye-like relaxation response of impurity dipoles superimposed on the response of the undoped system.

(ii). The high concentration limit. The separation between dipoles is much smaller than $r_c$, i.e. $nr_c^3 > N^*$. In this case, the system undergoes a ferroelectric phase transition with spontaneous polarization $\langle P \rangle = n\langle d^* \rangle$ at low temperatures.

A general picture of the behavior of highly polarizable systems with dipole impurities is presented in Figure 3.7 which depicts the theoretically predicted phase diagram for $\langle 111 \rangle$ oriented dipoles in a cubic lattice (similar to KTN system). Three possible phases including paraelectric ($P$), metastable dipolar glass with short-range order ($DG$) and mixed phase with ferroelectric and dipole glass properties ($F + DG$) are predicted. Characteristic quantity separating ferroelectric and dipole glass phases at low temperatures is $N^* = n_{cr}r_c^3 = 4.65 \cdot 10^{-3}$. Using this diagram one has to keep in mind that the quantities on both axes are temperature dependent in the case of incipient ferroelectric host lattice, because $\epsilon_{ph}$ strongly increases on cooling. Therefore the system trajectory on the phase diagram is not a vertical line, but a more complicated curve defined by the temperature behavior of $\epsilon_{ph}$. Three such curves are shown schematically by the arrows in Figure 3.7. Trajectories 1 and 3 correspond to the low and high concentration limits and illustrate transitions to dipole glass and ferroelectric phases, respectively. However, trajectory 2 (intermediate concentration) demonstrates that the system may evolve on cooling to the dipole glass state and then, at low temperatures, become ferroelectric with macroscopic dipolar order. Thus, from the point of view of the presented theory, the problem of the ground state in relaxor ferroelectrics mentioned in Section 3.1.1 becomes even more complicated. The relaxor system may reveal properties typical for dipole glass transition (Vogel-Fulcher slowing down, peak of nonlinear susceptibility, etc.) but it may also exhibit a long-range dipolar order at very low temperatures where a transition to the ferroelectric phase may occur.

Dynamic dielectric response of random dipole system can be also described by the random-local-field theory. It was shown that the nature of the dipolar relaxation remains unchanged while the effect of dipole interaction leads to a change in the single-impurity relaxation rate above the phase transition. The theory predicts a critical slowing down of relaxation rate near $T_c$. In addition, in disordered systems, when $nr_c^3 < 1$ there is an additional relaxation mechanism associated to the presence of closely spaced polar nanoclusters formed by the correlated dipole impurities. The relaxation of such clusters is impeded because the interaction of dipoles in the cluster gives rise to additional potential barriers, which impede the reorientation of the dipoles. This mechanism is characteristic for the dipole glass systems. Because of random spacing of dipoles in clusters, a distribution of relaxation times takes place, which results in the broad dielectric dispersion. Similar theoretical assumptions were made by Prosandeev et al. [147,138] in the case of KLT, where Li-Li pairs reorientation was considered for the explanation of the observed additional broad relaxation peak.
Concerning the soft mode behavior in doped incipient ferroelectrics, there is a lack of theoretical models. In a sense, it is a consequence of the striking difference of the soft mode behavior in different systems. For instance, it was found that the soft mode frequency in KLT continuously decreases on cooling and increases with Li doping \cite{148} while in KTN the soft mode frequency strongly decreases with Nb doping having minimum at phase transition temperature \cite{149,150}.

The soft mode behavior in KTN can be rather well described by an Ising-like model which takes into account spin-phonon coupling \cite{141,151}. The theory predicts the value $x_c$ of the critical concentration of quantum displacive limit which depends on the tunneling frequency of Nb ions among equilibrium positions. For $x > x_c$ the renormalized soft mode frequency tends to zero at $T_c$ and KTN undergoes a displacive-type ferroelectric transition. More detailed analysis of the model including spin-spin correlations \cite{141} leads to another important outcome which is the development of a central peak as temperature approaches $T_c$. The intensity of the central peak critically increases near $T_c$, while the soft mode frequency saturates at a value of a few cm$^{-1}$. These results are in agreement with Raman \cite{152,153} and hyper-Raman \cite{149} results on the KTN system.

On the other hand, explanation of the soft mode stiffening in KLT is given only by the phenomenological model proposed by Vogt \cite{154,148} which suggests the local random electric fields as the main reason for the softening suppression. The model is based on an analogy with the action of macroscopic external electric field which is known to suppress soft mode softening in KTaO$_3$ and SrTiO$_3$ \cite{155}.

Figure 3.7: Phase diagram of the random dipole system taken from \cite{134}. $P$ is a paraelectric phase; $DG$ is a dipolar glass state; $F + DG$ is a mixed phase with coexisting ferroelectric and dipole glass properties. The arrows schematically shows system trajectories on cooling.
3.2 Experimental results and discussion

A great number of experimental work has been devoted to the investigation of relaxor ferroelectrics. A large number of known techniques including Raman [156,157,158,159], hyper-Raman [160,161,149] and dielectric [145,135,162,163] spectroscopies, optical measurements [132,119,164], inelastic neutron scattering [150,165,166,167], x-ray study [168,142,169], magnetic resonance methods [170,171] and others have been applied. However, concerning far IR and submillimeter spectroscopy, there are not so many publications comparing to other spectroscopic methods. Combined IR reflectivity and submillimeter transmission study of complex perovskite ceramics including PMN and PST was performed by Reaney et al. [118]. The results of IR spectroscopy of PLZT [172,173] and PST [174] relaxors are devoted to the investigation of the influence of lattice disorder on phonon modes. Concerning doped incipient ferroelectric systems with relaxor properties, to the best of our knowledge, no systematic study by means of IR and THz spectroscopy has been published yet, except some publications of our lab [41,175]. Nevertheless, such measurements can bring a valuable information about polar excitations in relaxor ferroelectrics and build a bridge between IR and MW ranges of dielectric spectrum in these materials.

The aim of the present study was to apply the terahertz spectroscopy to the investigation of dielectric response of relaxor systems and combine the results with those of other methods such as low frequency, microwave, FTIR spectroscopy etc., in order to determine the soft mode behavior, possible structural changes in the materials and the existence of "central peak"-like excitations. The studied doped incipient ferroelectrics systems were KLT, KTN single crystals and SBiT ceramics of different compositions.

3.2.1 $K_{1-x}Li_xTaO_3$ crystals

Composition of the studied samples

$K_{1-x}Li_xTaO_3$ single crystals were provided by P. P. Syrnikov (Ioffe Physical-Technical Institute, St-Petersburg, Russia) and S. Kapphan (University of Osnabrück, Germany). The crystal growth was carried out by spontaneous crystallization from a slowly cooled flux. More details can be found in [176]. KLT composition was formed in reaction:

$$Ta_2O_5 + (1 - x)K_2CO_3 + xLi_2CO_3 \rightarrow 2K_{1-x}Li_xTaO_3 + CO_2.$$  \hspace{1cm} (3.14)

However, it is well-known that the concentration of Li in the grown KLT crystal is smaller than the concentration in the melt. Precise determination of actual Li content in KLT crystal is not an easy task because many physical methods of analysis are relatively insensitive to light atoms. One of the most reliable methods in this case is nuclear magnetic resonance (NMR) on the isotope $^7Li$, which constitutes 92.4% of natural lithium. NMR experiments carried out by van der Klink and Rytz on KLT crystals revealed the empirical rule [177]

$$x_{NMR} = (0.35 \pm 0.05)x_m$$  \hspace{1cm} (3.15)

which determines relation between Li concentration in the melt $x_m$ and actual Li concentration in the crystal measured by NMR $x_{NMR}$. On the basis of NMR results,
Figure 3.8: Temperature dependence of the SHG (hyper-Rayleigh) intensity of K$_{1-x}$Li$_x$TaO$_3$ taken from [154]. Thermal hysteresis is only observed for $x = 0.036$ (open circles refer to cooling, full circles to heating). The solid lines describe the asymptotic behavior in the limit of uncorrelated polarization clusters.

Voigt and Kapphan [178] suggested another indirect method of Li concentration analysis using second harmonic generation (SHG) technique. Their method is based on the measurement of temperature dependence of SHG in KLT crystal which shows a step-like increase below some characteristic temperature $T_{ch}^\pm$ ("-" or "+") signs designate cooling or heating cycle, respectively). The average temperature $T_{ch} = 0.5(T_{ch}^- + T_{ch}^+)$ was found to be linearly related to Li concentration by the following formula

$$T_{ch} = 955x + 22.$$  \hspace{1cm} (3.16)

SHG, which is forbidden in centrosymmetric KTaO$_3$, does not vanish in KLT due to the local breaking of inversion symmetry near off-center Li ions and a weak signal can be observed already at room temperature. The coherence length for SHG in KTaO$_3$ is $L_c = 2.8$ μm and it is almost temperature independent according to [179]. Therefore the SHG process can be considered as non-phase-matchable for small values of dipolar correlation length $\xi_d$ compared to the coherence length ($\xi_d \ll L_c$). It was shown that for this conditions the SHG intensity behaves as $I^{2\omega} \propto \xi_d L$, where $L$ is the crystal
Figure 3.9: Temperature dependence of the SHG intensity for KLT-10 on cooling and heating cycles.

Thus $I^{2\omega}$ continuously increases on cooling starting from the room temperature because $\xi_d \simeq r_c \propto \sqrt{\varepsilon_{ph}(T)}$. This is demonstrated in Figure 3.8 taken from [154]. On further cooling, below cluster coalescence temperature $T_{cc}$ introduced by Vogt [154] at which nearest polar clusters start to overlap, $\xi_d > r_c$ and $I^{2\omega}$ increases faster than $\sqrt{\varepsilon_{ph}(T)}$. A step-like increase of $I^{2\omega}$ may occur at lower temperatures for KLT with $x > 0.022$ indicating an onset of long-range dipole correlation in the system [181, 182, 154]. This phenomenon can be considered as a phase transition of the first order, i.e. it is characterized by thermal hysteresis (see Figure 3.8). We denote the transition temperature on cooling as $T_c$, obviously for $K_{1-x}Li_xTaO_3$ with $x > 0.022$ $T_c = T_{ch}$.

The above described picture of SHG process in KLT is consistent with the theoretical predictions for random-dipole systems mentioned in Section 3.1.2. $K_{1-x}Li_xTaO_3$ system with $x < 0.022$ corresponds to the phase trajectory 1 in Figure 3.7 which crosses the line between paraelectric and dipole glass states at temperature $T_g = T_{cc}$. For $x \geq 0.022$ the trajectory 2 describes situation when, in addition to the glass transition, another ferroelectric-like transition occurs at the point where trajectory 2 crosses the line between glass and ferroelectric phases.

The samples of nominally pure KTaO$_3$ and $K_{1-x}Li_xTaO_3$ with $x = 0.016$ and 0.043 were supplied by S. Kapphan; the provided Li concentrations $x$ were determined using Equation 3.16 and SHG method. Other two KLT samples were provided by P. P. Syrnikov and they are identical to the samples investigated in [147] with nominal Li concentrations $x = 0.006$ and 0.043. The last sample has $x_m = 0.1$ and we designate it as KLT-10 in order to avoid confusion with KLT sample with $x = 0.043$ provided...
by S. Kapphan. In order to check Li content in these samples we have performed measurement of SHG as a function of temperature. The samples were prepared in the form of few millimeters thick plate with polished surfaces. The SHG signal was generated by a pulsed Q-switched Nd-YAG laser (pulse energy 0.15 mJ, pulse duration 7 ns, repetition frequency 20 Hz) and detected by a photomultiplier and a gated boxcar integrator. The obtained SHG intensity for KLT-10 is shown in Figure 3.9. Oscillations of SHG intensity below the phase transition are probably due to the interference of second harmonic wave inside the sample. The obtained characteristic temperature, $T_{ch} = 79$ K, gives $x \simeq 0.06$ using Equation 3.16. Thus Li concentration in KLT-10 is even higher than can be expected from van der Klink and Rytz empirical rule (Equation 3.15). Similar characterization of $K_{1-x}Li_xTaO_3$ having the nominal concentration $x = 0.006$ was not possible because of very weak SHG signal and the restricted validity of Equation 3.16 is the range of small Li concentrations ($x < 0.01$).

**Far IR and THz data**

FTIR spectra of all studied samples were measured in the temperature range 10 – 300 K. Typical reflectivity spectra of nominally pure KTaO$_3$ and KLT with $x = 0.043$ at three chosen temperatures are presented in Figure 3.10. For cubic perovskite KTaO$_3$ crystal (space group $Pm\bar{3}m$) three phonon modes with $F_{1u}$ symmetry are observed as predicted by the factor-group analysis. The soft mode frequency is the only phonon eigenfrequency which exhibits appreciable changes on cooling. This appears in the spectra as a shift of the low-frequency wing of the reflectivity curve towards lower frequencies.

The spectra of KLT sample do not reveal any additional phonon modes within the experimental sensitivity. Generally, the reflectivity curves of all KLT samples are very similar except the soft mode behavior and some difference in damping constants of phonons (this is discussed below).

THz complex permittivity of KLT samples was measured by TDTTS and BWO spectroscopy techniques. The samples were prepared for the measurements in the form of plane-parallel (100)-oriented plates with thicknesses around 100 μm. A combined fitting of the FTIR reflectivity spectra with the THz spectra of complex permittivity was performed using factorized oscillator model (Equation 1.29). Example of such a fit for KLT with 1.6% of Li at 150 K is shown in Figure 3.11.

The deviation of the measured reflectivity from the fit near the high frequency edge of the spectrum is due to measurement errors related to the weak signal of the source. One can notice that dielectric permittivity and losses in submillimeter range are in good correspondence to the fit, though the reflectivity shows some deviations from the fitting curve especially in the region of transverse soft mode frequency ($\omega_{TO1} \simeq 64.5$ cm$^{-1}$ at 150 K) where a sharper increase of reflectivity should be observed. This is typical for the fits of KLT with $x \geq 0.016$ at low temperatures and can be due to the surface layer effect. The development of a chemically heterogeneous near-surface layer in KTaO$_3$ crystals with a structure that is different from the bulk KTaO$_3$ was demonstrated by Szot et al. [183]. The IR reflectivity is expected to be particularly sensitive to the dielectric properties of the surface layer (which are different from the bulk properties) within the reststrahl band (between $TO_1$ and $LO_1$ frequencies) where the penetration depth of probing radiation is very small and is comparable to the surface layer thickness. Therefore, for the fitting of the soft mode parameters, we
Figure 3.10: Far infrared reflectivity spectra of KTaO$_3$ (dotted line) and KLT with $x = 0.043$ (solid line) at 295, 150 and 10 K.
Figure 3.11: Results of combined fitting of IR reflectivity and THz complex permittivity of KLT with $x = 0.016$ at 150 K. Points are experimental results, lines correspond to the fit.

relied mostly on submillimeter permittivity data which are known to be more precise than IR reflectivity in this frequency range.

**Frequencies of the phonon modes**

As it was found from the fits, IR-active TO$_2$ and TO$_4$ phonon modes in K$_{1-x}$Li$_x$TaO$_3$ are located near 196 cm$^{-1}$ and 543 cm$^{-1}$, respectively, and they are almost temperature and concentration independent. These results correspond rather well to previous IR measurements on pure KTaO$_3$ [184]. On the other hand, the soft TO$_1$ mode frequency is strongly temperature dependent as it is expected for quantum paraelectric systems. Figure 3.12 shows the temperature dependence of the soft mode frequency for all studied KLT samples. It is seen that the soft mode frequency monotonously hardens on Li doping, with exception of KLT $x = 0.006$. Hyper-Raman measurements of the soft mode frequency dependence on $x$ in K$_{1-x}$Li$_x$TaO$_3$ [148] have demonstrated that it can be described rather well by the formula

$$\omega_{TO_1}^2(x, T) = \omega_{TO_1}^2(0, T) + x\beta(T)$$  (3.17)

where $\beta(T)$ is a temperature dependent coefficient. Similar dependence was found by Höchli *et al.* [185] from low frequency measurements of the KLT permittivity near 0 K. It can be obtained from Equation 3.17 using LST relation (Equation 3.2), because near 0 K all relaxations are frozen and do not contribute to the low-frequency permittivity.

The Li-induced hardening of the soft mode was explained by Vogt [148] as the frequency shift of an anharmonic oscillator biased by an external static force. In the case of KLT, the quasistatic (comparing to the soft mode frequency) polarization due to the off-center Li ions is supposed to act as a bias displacement of the soft mode, so that one expects

$$[\omega_{TO_1}^2(x, T) - \omega_{TO_1}^2(0, T)] \propto \langle P_s^2 \rangle$$  (3.18)

where $\langle P_s^2 \rangle$ is the mean square of Li-induced polarization averaged over the scale of the measurement wavelength $\lambda$. If the dipolar correlation length is much shorter than
the measurement wavelength ($\xi_d \ll \lambda$) which is fulfilled for the IR spectroscopy of KLT, then $\langle P_s \rangle = 0$ and $\langle P_s^2 \rangle \propto x$. Thus we obtain Equation 3.17.

The soft mode frequencies obtained from the fits are in good correspondence with hyper-Raman data [154,148] for KLT with $x = 0.016$ and 0.043. On the other hand, KLT samples with $x = 0.006$ and KLT-10 have much higher soft mode frequencies than could be expected for their composition. According to precise measurements by Vogt [148], the soft mode in KLT saturates at a level below 30 cm$^{-1}$ at helium temperature for $x = 0.008$ and below 60 cm$^{-1}$ for $x = 0.087$. As it is seen in Figure 3.12, our samples have similar saturation near 40 cm$^{-1}$ for $x = 0.006$ and above 60 cm$^{-1}$ for $x = 0.06$ (KLT-10) though nominal Li concentrations for our samples are lower than for the samples studied by Vogt. The reason for these discrepancies can be the quality of KLT-10 and K$_{0.994}$Li$_{0.006}$TaO$_3$ single crystals which is probably lower than the quality of KLT with $x = 0.016$ and 0.043. The factors that affect the quality and decrease the permittivity of the crystals may be oxygen vacancies [186] or structural defects leading to internal stress.

**Low-frequency relaxations in KLT**

We have measured low-frequency (100 Hz – 1 MHz) dielectric spectra of the permittivity and losses in KLT. Figure 3.13 shows the spectra of KLT with $x = 0.043$. They demonstrate the behavior typical for moderately doped ($x \geq 0.016$) KLT crystals and they are similar to the spectra of classical relaxor ferroelectrics (see Figure 3.3). One can resolve two main relaxation processes which correspond to the peaks in
the temperature dependence of dielectric losses. They are denoted as "relaxation 1" (low temperature process) and "relaxation 2" (process at higher temperatures). The relaxation process 1 is related to the single lithium ions hopping between adjacent off-center positions (so called "$\pi/2$-jumps") \[187\]. The activation energy for this process $E_a = 931$ K is in agreement with the values reported in the literature \[187,170,176\]. The activation energy for the "$\pi$-jumps" which is about 0.4 eV (4640 K) \[136\] makes the probability of this kind of relaxation almost negligible. In this respect, relaxation in KLT is similar to that found in PMN where the potential barriers for cluster reorientation are suggested to exhibit the same kind of anisotropy \[124\] (see Figure 3.5). The relaxation process 2 has $E_a = 2554$ K and is assumed to be related to dipole pairs reorientation. It was suggested in \[147\] and confirmed by \textit{ab initio} calculations \[138\] that this relaxation corresponds to $\pi$-reorientations of nearest Li dipoles which become energetically favorable due to the electric interaction between the dipoles. This point of view is supported by the observed increase of the dielectric contribution of relaxation 2 for higher Li concentrations.

It should be noted that no sharp dispersionless maximum of the permittivity corresponding to a ferroelectric phase transition is observed around temperature $T_{ch}^- \approx 70$ K where the jump of SHG occurs in KLT-10. This fact indicates that the ferroelectric state below the transition probably has the same nature as the nanodomain ferroelectric state of PMN proposed in \[132\]. The sharp permittivity peak is smeared by the influence of random fields in KLT which are created by locally correlated Li ions. On the other hand, application of external electric field on cooling can align Li ions and induce a macroscopic ferroelectric state at low temperatures in KLT. Then the typical sharp maximum of permittivity is observed in the low-frequency measurements on zero-field heating cycle in KLT-10 \[176,188\].

Full circles in Figure 3.13 show the phonon contribution to the permittivity evaluated from the fits of IR and THz data. Comparing this contribution with the low frequency permittivity we can make some conclusions about the dielectric strength.
of relaxation processes. At room temperature the low-frequency permittivity has no dispersion and it is slightly higher than the phonon contribution. Thus both relaxations are rather weak and lie above 1 MHz. The dielectric contribution of relaxations increases on cooling as it is seen from remarkable difference between IR and low-frequency permittivities. Finally, at low temperatures \( T < 30 \text{ K} \), both relaxation processes are slow compared to the measuring frequencies and do not contribute to low-frequency permittivity anymore. Therefore the phonon contribution coincides with the low frequency permittivity below 30 K.

"Central peak"-like dispersion

We have already pointed out that the soft mode hardens in Li-doped KTaO\(_3\) compared to the pure one. Another significant difference between the THz spectra of these materials is an additional polar excitation which has been detected in KLT crystals below the soft mode frequency at room temperature. Figure 3.14 shows such "central peak"-type (CP) mode for KLT with \( x = 0.043 \). It has been fitted by an overdamped oscillator model (Equation 1.28). The same, even more pronounced, mode has been found in KLT-10. On the other hand, THz spectra of KLT with \( x = 0.016 \) show only

Figure 3.14: Room temperature THz permittivity (a) and losses (b) of KLT with \( x = 0.043 \). Lines show the fits with an additional overdamped oscillator mode describing the central peak.
The observed central peaks shift to lower frequencies on cooling and disappear from the THz spectra below 150 K. Therefore one of the most probable mechanisms responsible for this excitation is a thermally activated hopping of Li ions. Figure 3.15 shows the Arrhenius plot for the relaxation processes 1 and 2 revealed by the low-frequency measurements (Figure 3.13) and for the CP. One can see that the straight lines corresponding to the Arrhenius law for relaxations 1 and 2 are crossing each other near the room temperature where the relaxation rates of both processes are approximately equal. However, the dielectric strength of relaxation 2 strongly decreases on heating as it can be seen in Figure 3.13. It is explained by the fact that the correlated motions of Li pairs related to relaxation 2 are suppressed by thermal fluctuations. Thus, at room temperature, the dielectric contribution of process 2 is expected to be negligible compared to process 1. We can conclude that the observed CP is a high frequency tail of relaxation 1 related to uncorrelated hopping of Li ions. The difference between the obtained relaxation rates of CP and the extrapolated rates of the relaxation 1 using Arrhenius law may come from the fitting model of the THz data. A simple Debye-like overdamped oscillator model has been used, while more relevant Cole-Cole model cannot be applied because of the restricted frequency range.

The THz spectra and the soft mode splitting below $T_c$

As it has been pointed out, KLT with $x > x_c$ undergoes the phase transition at temperature $T_c$. It is accompanied by an abrupt increase of the SHG intensity [154] and birefringence [157]. This kind of transition has been observed in our samples: KLT with $x = 0.043$ ($T_c \approx 65 K$) and in KLT-10 ($T_c \approx 70 K$) which have Li concentration above the critical limit $x_c = 0.022$ [182].
The temperature dependencies of SHG and birefringence in KLT are very similar. However, their origin is related to different correlation effects. While SHG intensity depends on dipolar correlation length $\xi_d$, the birefringence pattern is determined by quadrupolar correlation length $\xi_q$. The former length is defined by the linear size of the regions where dipoles have the same direction and orientation. The latter length $\xi_q$ is defined by the linear size of the regions in which dipoles are parallel or antiparallel to each other. Two types of local dipoles ordering is schematically shown in Figure 3.16. One can note that $\xi_q > \xi_d$ in the figure. It was conclusively shown that the dipolar correlations are much smaller than the quadrupolar correlations [189]. Birefringence measurements demonstrated that the quadrupolar order spans over hundreds of nanometers [157,182] (in [157] this correlation length was associated by mistake to $\xi_d$). On the other hand, the dipolar correlation length in KLT below $T_c$ was found to be temperature independent: $\xi_d = 23$ nm for $x = 0.06$ and 12 nm for $x = 0.034$ [189]. For weaker Li doping $\xi_d$ is smaller, for $x = 0.016$ the SHG experiments give $\xi_d \simeq 6$ nm [189], combined birefringence and SHG measurements yield $\xi_d \simeq 8$ nm [190] and the Raman measurements provide $\xi_d \simeq 1 \div 2$ nm [159].

Other manifestations of the phase transition in KLT are tetragonal distortion of the cubic KLT lattice [168] and splitting of the soft mode into $A_1$ and $E$ components detected by inelastic neutron scattering [191] and Raman spectroscopy [157]. On the other hand, it was found that the soft mode splitting does not appear in hyper-Raman spectra of KLT with $x = 0.043$ [192]. This difference between Raman and hyper-Raman spectra of KLT was explained by Vogt [192] in terms of selection rules which are different for these techniques. The first-order Raman scattering is forbidden in centrosymmetric KTaO$_3$ lattice. Therefore the observed Raman signal is produced only inside polar nano-regions and the wavelength of the probed phonon is comparable to the size of nano-region. On the other hand, the hyper-Raman scattering is not forbidden in KTaO$_3$ and it typically probes phonons with wavelength about 120 nm [154]. Therefore if dipolar correlation length $\xi_d$ is smaller than the wavelength of phonon probed by hyper-Raman, the split component $A_1$ of the soft mode will not be observable whereas Raman phonon wavelength is smaller than $\xi_d$ and $A_1$ component is
visible. Based on this point of view, the soft mode splitting should not be observed in IR spectra as well because the probed wavelength is much larger than in hyper-Raman spectroscopy. However, the identification of the mode splitting in IR spectra is not straightforward as in the light scattering techniques and it needs a careful examination of the measured far IR reflection and THz transmission data.

Let us first examine complex permittivity calculated from THz transmission data. Figure 3.17 shows THz spectra of K$_{1-x}$Li$_x$TaO$_3$ with $x = 0.043$ at different temperatures. The permittivity gradually increases on cooling reaching its maximum value at 50 K and it saturates on further cooling. On the other hand, dielectric losses increase on cooling without any sign of saturation below 50 K and the sample becomes almost opaque below 15 K. Such a behavior of the complex permittivity cannot be fitted by a single soft mode oscillator. This is easily understandable, the permittivity behavior below 50 K would require a leveling-off of the soft mode frequency while the behavior of the losses would require further softening. Obviously, more complicated model which includes an additional polar excitation has to be used in order to describe the increase of the THz losses.

Nevertheless, one can conclude that the anomalous behavior of the complex THz permittivity is related to the phase transition in KLT even using simple single soft mode oscillator model fitting taking into account only the real part of complex permittivity. The soft frequency in KLT with $x = 0.043$ obtained from such a fit is shown in Figure 3.18 in comparison with hyper-Raman and Raman data of Vogt measured on a crystal with nominally the same Li concentration and provided from the same source. Above the phase transition temperature, the IR and hyper-Raman data are in reasonable agreement. Below the transition temperature, as it was pointed out, the hyper-Raman spectra reveal only the lower $E$-doublet and the higher $A_1$ component frequencies have been found from the fitting of Raman spectra published in [192]. The soft mode frequency obtained from IR spectra slightly increases on cooling below $T_c$ and lies between the frequencies of $E$ and $A_1$ modes. The fact that IR soft mode frequency starts to deviate from Raman and hyper-Raman frequencies around $T_c$ indicates that the appearance of local polarization below $T_c$ is responsible for the anomalous THz dielectric response.

**Fitting of the THz and IR spectra below $T_c$**

In order to fit the IR spectroscopy data of KLT below $T_c$ we have to elaborate a model which takes into account ferroelectric-like state of the sample. For this purpose we consider the KLT crystal to be in a nano-domain state similar to that suggested by Westphal et al. for PMN [132]. The nano-domains are randomly oriented so that the net polarization is zero $\langle P_s \rangle = 0$. However, inside the domains the spontaneous polarization is non-zero and induces tetragonal splitting of the soft mode. Therefore the dielectric response of a single nano-domain is anisotropic and it is determined by the $A_1$ soft mode component along the polar c-axis and by the $E$ soft mode component along a-axis. The size of nano-domains in KLT which affects the propagation of transverse optical modes (the soft mode in particular) [189] is of the order of dipolar correlation length $\xi_d$ which is obviously much smaller than the wavelength of IR radiation in the sample. Therefore we have to calculate an effective complex permittivity averaged over a large number of nano-domains and use it for the fitting of the measured THz spectra.
Figure 3.17: THz permittivity and losses in $K_{1-x}Li_xTaO_3$ with $x = 0.043$ at different temperatures.
Figure 3.18: Soft mode frequency as a function of temperature in $K_{1-x}Li_xTaO_3$ with $x = 0.043$ determined by the fitting of IR reflectivity data together with THz permittivity (regardless of losses) compared to hyper-Raman (open circles) and Raman (triangles, $A_1$ component) spectroscopy data taken from [148,192]. Lines are guided by eye.
Table 3.2: Phonon contribution to the permittivity below $T_c = 65$ K found from THz spectra $\epsilon_{THz}$ and calculated using EMA $\epsilon_{EMA}$ and permittivities of domains along c-axis $\epsilon_c$ and along a-axis $\epsilon_a$ together with the respective frequencies $\omega_{A1}$ and $\omega_C$ of the soft mode components. The sample is $K_{1-x}Li_xTaO_3$ with $x = 0.043$.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>$\epsilon_{THz}$</th>
<th>$\epsilon_{EMA}$</th>
<th>$\epsilon_c$</th>
<th>$\omega_{A1}$, cm$^{-1}$</th>
<th>$\epsilon_a$</th>
<th>$\omega_E$, cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 K</td>
<td>655</td>
<td>645</td>
<td>385</td>
<td>67.7</td>
<td>808</td>
<td>46.7</td>
</tr>
<tr>
<td>30 K</td>
<td>630</td>
<td>668</td>
<td>312</td>
<td>75.1</td>
<td>911</td>
<td>44.0</td>
</tr>
<tr>
<td>16 K</td>
<td>630</td>
<td>694</td>
<td>293</td>
<td>77.6</td>
<td>976</td>
<td>42.5</td>
</tr>
</tbody>
</table>

The approach which we use for the calculation of effective dielectric response consists in following. The nano-domains are regarded as components of a composite material depending on their orientation with respect to external electric field. It means that domains having spontaneous polarization along the field have smaller permittivity (defined by the $A_1$ component of the soft mode) than domains where polarization is normal to the field (softer $E$ mode is active in this case). There are several methods for calculation of the effective dielectric response of a composite with known permittivities of its components which are appropriate for different mixing topologies [193]. The effective medium approximation (EMA) approach is one of the most general among these methods and expresses the effective permittivity $\epsilon_{eff}$ of the composite consisting of two components with permittivities $\epsilon_1$ and $\epsilon_2$ by an implicit equation

$$f \frac{\epsilon_1 - \epsilon_{eff}}{\epsilon_1 + 2\epsilon_{eff}} + (1 - f) \frac{\epsilon_2 - \epsilon_{eff}}{\epsilon_2 + 2\epsilon_{eff}} = 0,$$

where $f$ is the relative concentration of component 1. The EMA is valid in the whole interval of relative concentrations $f = 0 \div 1$ of spherical particles of one component imbedded into the second component [193]. In our case, $\epsilon_1 \equiv \epsilon_c$ is the permittivity along the c-axis of nano-domain and $\epsilon_2 \equiv \epsilon_a$ is the corresponding permittivity along the a-axis. If there are some unpolarized regions of the lattice, we assume their permittivity to be equal to $\epsilon_a$. This is plausible assumption because the soft mode frequency in the direction normal to polarization is only slightly different from the soft mode frequency in unpolarized crystal [155]. Random orientation of dipole moments implies $f = 1/3$ if the whole crystal volume is occupied by polarized nano-regions.

Our calculations have shown that application of EMA approach to KLT below the phase transition yields overestimated values of the permittivity at low temperatures if we use the soft mode frequencies ($E$ component for $\epsilon_a$ and $A_1$ component for $\epsilon_c$) from hyper-Raman and Raman spectra. The results of the calculations are summarized in Table 3.2 where the measured phonon contribution to the permittivity $\epsilon_{THz}$ is presented together with EMA permittivities $\epsilon_{EMA}$ and values used in EMA calculations. One can see that at 30 K and 16 K $\epsilon_{EMA} > \epsilon_{THz}$. On the other hand, the dielectric losses resulting from the model are much smaller than those observed in the experiment. As it was pointed out above, an additional fitting term is thus needed to describe the anomalous loss behavior. However, it cannot be included in the EMA model because there is no space for its contribution to the permittivity. The only way to get lower $\epsilon_{EMA}$ is to assume $f > 1/3$, i.e. larger relative concentration of the component with low permittivity. However assuming $f > 1/3$ means that nano-domains are not randomly oriented but have preferential orientation along measuring
field direction. This would imply non-zero macroscopic polarization $\langle P_s \rangle \neq 0$ and would be in contradiction with experimental observations in KLT crystals [170].

Additional disadvantage of EMA approach consists in the soft mode splitting which is predicted to be noticeable in the reflectivity spectra. Figure 3.19 shows the calculated reflectivity at 16 K in comparison with the experimental data. The EMA model predicts a bump in the reflectivity due to the existence of $A_1$ component. The strength of this feature lies within the accuracy of FTIR measurements in this spectral range and a clear conclusion about its presence in the spectra cannot be made (see Figure 3.19). However, it seems that the FTIR reflectivity spectra rather exclude the splitting effect than confirm it.

The second possible approach for the calculation of effective dielectric response of a composite crystal is based on the Clausius-Mossotti equation (CME) which relates the permittivity of the material with microscopic polarizabilities of the atoms (or molecules). It can be written as

$$\frac{\epsilon - 1}{\epsilon + 2} = \frac{1}{3\epsilon_0} \sum_i n_i \alpha_i$$  \hspace{1cm} (3.20)

where $\alpha_i$ and $n_i$ are the polarizability and the concentration of atoms of kind $i$ in the material. CME is based on the Lorentz approximation of local electric field which is valid in the case of simple cubic lattice or isotropic medium like gases and liquids. In more complicated cases the Lorentz field requires corrections according to the unit cell geometry and CME does not provide accurate results. This was demonstrated by Slater [112] for cubic perovskite lattices e.g. BaTiO$_3$. He found that local fields at B-site and oxygen site (lying on external field direction) atoms are enhanced by a factor of 8.2 comparing to the Lorentz field. This structural property of perovskites
is often responsible for their high values of the permittivity and for the ferroelectric instability. On the other hand, it was shown in [112] that the introduction of Lorentz field corrections in BaTiO$_3$ can be considered as a renormalization (namely enhancement) of Ti ionic polarizability in frame of CME. Therefore if we are not interested in the individual values of atomic polarizability and if we calculate permittivity of their mixture, CME can be the simplest and reasonable approximation.

In order to use CME for the calculation of effective composite permittivity we have to calculate first the polarizability factors of composite components. Taking into account Equation (3.20) their effective values can be found from the known values of permittivity

$$\Lambda_j(\omega) = \frac{\epsilon_j(\omega) - 1}{\epsilon_j(\omega) + 2}$$  

where $j = 1$ or 2 for composite components (generally there may be more than two components). Then the resulted polarizability factor is written as linear combination of two components

$$\Lambda(\omega) = f\Lambda_1(\omega) + (1 - f)\Lambda_2(\omega).$$  

(3.22)

The resulting effective permittivity can be found by inverting Equation (3.21)

$$\epsilon_{eff}(\omega) = \frac{2\Lambda(\omega) + 1}{1 - \Lambda(\omega)}.$$  

(3.23)

One can show that the described method of calculations actually reduces to well-known formula of series capacitances in the case when permittivity of both components is rather high ($\epsilon_1, \epsilon_2 \gg 2$). Then the effective permittivity is expressed by the simple relation

$$\frac{1}{\epsilon_{eff}} = \frac{f}{\epsilon_1} + \frac{1 - f}{\epsilon_2}.$$  

(3.24)

This approach was described by Böttcher [194]. Recently, the CME approach has been used by Levin et al. [195] for the calculation of permittivity and its temperature coefficient of $(1 - x)$ Ca(Al$_{0.5}$Nb$_{0.5}$)O$_3$–xCaTiO$_3$ solid solution. To justify the applicability of this approach to solid solutions they refer to ”the ion additivity rule” (analog of Equation 3.22) used by Shannon for determination of great number of ionic polarizabilities in oxides and fluorides [196].

The validity limits of the CME approach are not quite clear. For large enough particles (μm size or larger) of mixed components the EMA approach can be derived from the Maxwell’s macroscopic equations [197] and thus it is more relevant than the CME approach. On the other hand, when components are mixed on atomic (molecular) level the application of CME seems to be reasonable and it is justified by the experimental results [195]. Hence the boundary between the regions of validity of the two mentioned approaches lies on the mesoscopic (nanometer) scale. We can suppose that nanodomains size in KLT is small enough and that the CME approach can be applied.

The fitting of the THz and IR results using the CME approach has been performed in the same way as for EMA calculations; the frequencies of the soft mode components and the corresponding permittivities used in the calculations are listed in Table 3.2. In contrast to EMA, CME calculations for $f = 1/3$ give underestimated permittivity values, i.e. the effective CME permittivity is affected by the low-permittivity component stronger than the EMA permittivity. Therefore, in order to fit the experimental
data, we treated \( f \) as a variable parameter. Moreover, an additional oscillator term have to be introduced in order to fit losses increasing below 30 K. The results of the fitting are presented in Figure 3.20. We show the reflectivity, permittivity and losses in comparison with the experimental data. The correspondence between measurements and fits is rather good. A small deviation is observed only in the low-frequency wing of the dielectric loss spectra at 16 and 30 K. Its origin is probably related to the fact that a single damped oscillator model is not fully adequate for the description of the additional polar excitation.

The results of the fits show that the relative concentration \( f \) exhibits a temperature dependence. One finds \( f = 0.19 \) at 50 K, \( f = 0.25 \) at 30 K and \( f = 0.33 \) at 16 K, i.e. \( f \) is gradually increasing on cooling reaching maximum value of 1/3 at 16 K. At higher temperatures \( f < 1/3 \). This indicates that polar nano-domains do not occupy the whole crystal volume and some regions with very short dipolar correlation length exist among them. The dielectric response of these regions is defined by the soft mode component \( E \) observed in hyper-Raman spectra and their relative concentration is equal to \( 1 - 3f \). Thus at 50 K about 60% of the crystal volume contain nano-domains with dipolar correlation and 40% is almost uncorrelated, the fraction of correlated volume increases to 75% at 30 K and practically the whole crystal volume is filled by nano-domains at 16 K. Owing to the approximate character of the CME approach used for the fitting and taking into account the approximation for the permittivity of uncorrelated lattice and existence of additional excitation in the spectra the relative concentrations of nano-domains given above are not precise. However they demonstrate qualitative picture of changes in polar ordering of KLT crystal below \( T_c \) and give deeper insight which could not be obtained by means of other experimental techniques.

**Piezoelectric resonance in nanodomains**

The observed additional polar excitation located around 15 cm\(^{-1}\) at 16 K and 30 K is responsible for increasing losses in the submillimeter range. Its contribution to the permittivity increases on cooling from 30 at 30 K to 55 at 16 K. As it was pointed out above, the shape of its absorption peak is more complex than for a simple damped oscillator. Let us discuss the nature of this excitation. Its rather high frequency at low temperature probably excludes the possibility that the process is thermally activated. On the other hand, the increasing dielectric contribution upon cooling excludes quasi-Debye loss mechanism (see Chapter 2) which should vanish at low temperatures. The reason for the enhanced THz losses can be a piezoelectric resonance in the nano-domains. Since the inversion symmetry is broken inside the nano-domains, acoustic deformation may couple to the electric field via piezoelectric effect. Similar mechanism was proposed for relaxor PLZT [116]. The frequency of acoustic resonance equals

\[
f_r = \frac{1}{2d\sqrt{\rho s_{11}}},
\]

where \( d \) is the nano-domain size, \( \rho \) is the density of the material and \( s_{11} \) is the elastic compliance. Using the theoretical density of KLT \( \rho \approx 7400 \text{ kg/m}^3 \) and \( 1/s_{11} \approx 370 \text{ GPa} \) for KLT with \( x = 0.041 \) taken from [198] and the experimental resonance frequency \( f_r = 15 \text{ cm}^{-1} = 450 \text{ GHz} \) we estimate the typical domain size \( d \approx 11 \text{ nm} \). This value is rather close to the dipolar correlation length \( \xi_d = 12 \text{ nm} \) in KLT \( x = 0.034 \).
Figure 3.20: Measured THz permittivity and losses (points) and FTIR reflectivity solid lines for KLT with $x = 0.043$ at different temperatures. Fitting curves calculated using CME approach are shown by lines.
found by Azzini et al. [189] from SHG and birefringence measurements. Furthermore, the dielectric contribution of the acoustic resonance is expected to increase on cooling because the fraction of nano-domains (proportional to $f$) is increasing as it is found from the fitting of experimental data. However this increase is not linear because the piezoelectric constant and hence the dielectric contribution of the resonance depends on the value of polarization inside nano-domains. The polarization increases on cooling as it is seen from the increase of the soft mode splitting. Therefore the resonance peak is negligibly weak at 50 K because the piezoelectric effect is weak and the volume fraction of nano-domains is small.

Thus the assumption that the enhanced THz losses arise due to piezoelectric resonance in nano-domains is in agreement with our experimental observations.

Conclusion

In conclusion we summarize the results of far IR and THz spectroscopy of $K_{1-x}Li_xTaO_3$ system.

(i). Li doping of $K$TaO$_3$ does not change the number of IR-active phonon modes and the frequencies of hard TO$_2$ and TO$_4$ modes.

(ii). The soft mode frequency gradually stiffens with the increase of Li content.

(iii). The temperature behavior of the soft mode in KLT with $x = 0.016$ does not show any anomaly around the supposed glass transition. The soft mode frequency is in a good agreement with hyper-Raman data. FTIR reflectivity and THz permittivity spectra can be fitted by the standard factorized oscillator model.

(iv). THz spectra of complex permittivity of KLT with $x = 0.043$ demonstrate an anomalous increase of losses below the phase transition at $\sim 65$ K and a deviation of the effective soft mode frequency from the hyper-Raman and Raman data. The effective soft mode frequency can be obtained from the frequencies of $A_1$ and $E$ soft mode components observed in hyper-Raman and Raman spectra using the approach based on Clausius-Mossotti equation. The enhanced losses are fitted with an additional oscillator mode which was assigned to piezoelectric resonance inside the polar clusters.

The qualitative picture of polar ordering in KLT crystals according to our investigation and previous publications of other authors [157,189,159,192,154] is the following.

In KLT with $x = 0.016$, the short range correlation of dipole moments related to off-center Li ions exists even above the freezing temperature $T_f$. This correlation persists down to 0 K changing its character from dynamic to quasi-static. The size of the correlated regions is small (several nanometers) so that the local polarization inside nano-clusters is small and does not lead to appreciable splitting of the soft mode. This is in agreement with experimental observations of Raman scattering.

In KLT with $x = 0.043$, a stepwise increase of dipolar correlation length occurs at the first order phase transition. However, due to the presence of random fields, the polar ordering does not extend over macroscopic distances. The ferroelectric nano-domains which appear below $T_c$ have the size of tens of nanometers such that the Raman scattering is able to detect the soft mode splitting inside the domains, whereas
the effective dielectric response in the far IR range is defined by a mixing of both soft mode components. The total volume occupied by nano-domains just below $T_c$ (at 50 K) constitutes only about 60% of the crystal volume. This volume corresponds to the regions with the strongest Li-Li interactions. Spontaneous nucleation of nano-domains continues on cooling below $T_c$ and at 16 K the crystal consists of polarized regions only. The piezoelectric activity induced by spontaneous polarization inside nano-domains leads to resonance which is observed in the THz range. The strength of this resonance is increasing with the increase of number of nano-domains.

3.2.2 KTa$_{1-x}$Nb$_x$O$_3$ crystals

KTa$_{1-x}$Nb$_x$O$_3$ single crystals were grown in a similar way as KLT using spontaneous crystallization process. Two KTa$_{1-x}$Nb$_x$O$_3$ samples with Nb concentration $x = 0.018$ (provided by L. A. Boatner, Oak Ridge National Laboratory, USA) and $x = 0.022$ (provided by P. P. Syrnikov, Ioffe Physical-Technical Institute, St-Peterburg, Russia) were studied. The niobium concentration was checked by electron probe micro-analysis and other analytical methods.

THz complex permittivity of KLN samples was measured by TDTTS. The samples were prepared for the measurements in the form of (100)-oriented plane-parallel plates. In view of the expected very high losses at low temperatures the samples were made as thin as possible having the thickness of 55 μm. A combined fitting of the IR reflectivity spectra along with the THz complex permittivity was performed using factorized oscillator model (Equation 1.29). Some results of THz complex permittivity measurements together with the fitting curves are presented in Figure 3.21. A satisfactory agreement is found all measured spectra. Both KTN samples were not transparent in the THz frequency range below 50 K down to liquid helium temperature. The permittivity increases on cooling as a result of the soft mode softening. Other two IR-active phonon modes $T_{O2}$ and $T_{O4}$ inherent to KTaO$_3$ are also seen in IR spectra of KTN and, similarly to KLT, their parameters only slightly differ from those of pure KTaO$_3$.

It should be stressed that no polar excitation similar to central peak is observed in KTN samples in the investigated temperature range (down to 50 K). This is in contrast to KLT samples where the mode assigned to the relaxational hopping of Li ions among off-center positions has been observed near the room temperature. Following the Debye theory of a relaxation [123] the dielectric strength of relaxation mode has to be proportional to the square of the dipole moment of a hopping ion in off-center positions. Based on this we can conclude that the effective dipole moment carried by off-centered Nb ions in KTN is appreciably smaller than the dipole moment of Li clusters in KLT. This agrees with theoretical and experimental predictions for impurity ions displacements in KLT [140,136,138] and KTN [142,137] which state that Nb off-center shift is very small comparing to the shift of Li ions.

Additional evidence of the weak character of Nb ions relaxation in KTN far from $T_c$ comes from the comparison of phonon contribution to the permittivity with the low frequency permittivity of the same sample taken from [176]. The results for KTa$_{1-x}$Nb$_x$O$_3$ with $x = 0.018$ are shown in Figure 3.22. One can see that within the experimental error there is no dielectric dispersion starting from the kHz range up to THz frequencies at temperatures above 60 K.
Figure 3.21: THz permittivity and losses in KTa$_{1-x}$Nb$_x$O$_3$ with $x = 0.018$ and 0.022. Solid lines are the fits by oscillator model.
The soft mode frequency and damping constant as a function of temperature obtained from the fits is shown in Figure 3.23 for KTa$_{1-x}$Nb$_x$O$_3$ with $x = 0.018$ and $0.022$ in comparison with the pure KTaO$_3$ and with hyper-Raman results of Kugel et al. [149] for $x = 0.02$. The Nb doping of KTaO$_3$ decreases the soft mode frequency and induces its critical slowing down in the vicinity of the phase transition temperature $T_c \approx 27$ K. This behavior contrasts to that of the Li-doped samples where the soft mode stiffens upon doping and does not produce any temperature anomaly in the far IR response. Our results on the soft mode frequency are in good agreement with the hyper-Raman measurements for KTN with intermediate concentration $x = 0.02$. The damping constants extracted from the fits are higher than for pure KTaO$_3$ and are almost temperature independent but somewhat lower than those obtained from hyper-Raman measurements. The temperature dependence of the soft mode frequency for both investigated KTN crystals can be fitted by the Cochran law (see Figure 3.23). Deviations from this law are expected in the vicinity of $T_c$ as predicted for quantum ferroelectrics (see Equation 3.13). Below the phase transition the samples remain opaque in IR. However, hyper-Raman [149], neutron and Raman scattering [150] experiments reveal the soft mode component which stiffens approximately according to the Cochran law with the proportionality constant renormalized according to thermodynamical mean-field theory [199] (see Figure 3.23). In the vicinity of $T_c$ the soft mode behavior deviates from the Cochran law that leads to incomplete softening and the soft mode frequency is about 10 cm$^{-1}$ at $T_c$ as it was found in [150].

Let us discuss the reasons that make the investigated KTN samples opaque below the phase transition. It is seen in Figure 3.23 that at 10 K the soft mode frequency is of about 30 cm$^{-1}$ as found by hyper-Raman scattering. For the underdamped soft mode TDTTS is able to detect the transmission signal even for lower soft mode frequencies. For example, in KTN with $x = 0.022$ at 50 K the found soft mode frequency and
Figure 3.23: Frequency and damping constant of the soft mode in KTN and KTaO$_3$ as a function of temperature. Full squares correspond to hyper-Raman results taken from [149]. Line for KTN is approximate fit by the Cochran law ($T_c = 27$ K), line for KTaO$_3$ is guided by eye.
damping are 23.3 cm\(^{-1}\) and 10 cm\(^{-1}\), respectively. Our estimation shows that the soft mode damping should be higher than 30 cm\(^{-1}\) at 10 K in order to make the sample less transparent than at 50 K. It seems that there is no reason for such increase of the damping constant at low temperatures (the soft mode damping below \(T_c\) is not reported in \([149]\)). Moreover, the soft mode splitting measured by Raman spectroscopy below \(T_c\) (at 15 K) is rather small: 3 cm\(^{-1}\) for KTN with \(x = 0.018\) \([200]\) and 6.5 cm\(^{-1}\) for KTN with \(x = 0.024\) \([159]\). Thus the effective soft mode frequency seen by IR spectroscopy would not be small enough to make KTN sample opaque for TDTTS.

Therefore we suggest that there is an additional mechanism of dielectric losses in the THz range which arises below \(T_c\). In this respect the situation seems to be similar to the case of KLT where additional peak in losses has been found. However, we were able to observe it because the soft mode frequency in KLT samples is higher than in KTN, the measured KLT samples thus were not completely opaque at low temperatures. By analogy with KLT we suggest the same piezoelectric nature of additional losses in KTN. However, the size of polar regions in which the piezoelectric resonance takes place should be smaller than a few tens of nanometers: this is required by the values of the resonance frequency. In other words, this interpretation implies a short-range dipolar order in KTN below the phase transition. Recent dielectric and Raman study of the same KTN sample with \(x = 0.018\) \([200]\) supports this point of view. The physical picture proposed in this paper is the following. On cooling from the room temperature, the system behaves as a conventional displacive-type ferroelectric. However, the soft mode softens more in the regions enriched by Nb ions. Below \(T_c\) these regions, which have nanoscale size, acquire dipole moments. Their interaction leads to the freezing into glass-like state. This additional transition resembles the reentrant glass phase formation in \(K_{1-x}Li_xTa_{1-y}Nb_yO_3\) proposed by the same group of authors \([201]\). Another evidence of the short-range order in KTN at liquid helium temperatures was found by Kleemann \textit{et al.} \([202]\) from the temperature measurements of refractive index and linear birefringence. For \(KTa_{1-x}Nb_xO_3\) with \(x = 0.02\) they found that about 80% of the polarization contribution to the change of refractive index is owing to the short-range polarization fluctuations and only 20% are due to the long-range order of polarization (note that the linear birefringence depends only on the long-range ordering).

In conclusion, far IR spectroscopy measurements on \(KTa_{1-x}Nb_xO_3\) crystals with \(x = 0.018\) and 0.022 above the phase transition temperature have demonstrated the critical softening of the soft mode following the Cochran law. The soft mode frequencies and damping constants extracted from the combined fits of FTIR reflectivity and TDTTS complex permittivity are in good agreement with previously published Raman and hyper-Raman data. The phonon contribution to the permittivity coincides with the permittivity measured in kHz frequency range indicating absence of noticeable dielectric dispersion below the IR range down to 50 K. Furthermore, no indication of the central peak related to Nb hopping among potential minima is observed in the THz spectra apart from \(T_c\). Below 50 K, KTN samples become opaque due to high losses which persist down to liquid helium temperatures. Taking into account the fact that, at these temperatures, the soft mode hardens according to previously published experimental data \([150,149]\) we assume, similarly to the \(K_{1-x}Li_xTaO_3\) system, an appearance of another polar excitation related to the piezoelectric resonance inside the polar nanoclusters.
3.2.3 Sr$_{1-1.5x}$Bi$_x$TiO$_3$ ceramics

Dielectric properties of Sr$_{1-1.5x}$Bi$_x$TiO$_3$ (SBiT-x) system were first investigated by Scanavi et al. [203]; recently this compound has attracted a lot of interest as a typical relaxor ferroelectric [135]. In contrast to K$_{1-x}$Li$_x$TaO$_3$ and KTa$_{1-x}$Nb$_x$O$_3$ systems, Sr$_{1-1.5x}$Bi$_x$TiO$_3$ is a solid solution in which the host lattice ions Sr$^{2+}$ are substituted by aliovalent Bi$^{3+}$ ions. According to Ref. [204], to satisfy the charge neutrality, one strontium vacancy V$_{Sr}$ has to be created upon the substitution of tree divalent Sr$^{2+}$ by two trivalent Bi$^{3+}$. Hence, the appropriate chemical formula should be written as [Sr$_{1-1.5x}$(V$_{Sr}$)$_{0.5x}$Bi$_x$]TiO$_3$. Moreover, the situation in doped SrTiO$_3$ is more complicated comparing to the doped KTaO$_3$ because of the antiferrodistortive phase transition at 105 K which is accompanied by the doubling of SrTiO$_3$ unit cell [105]. Tetragonal symmetry of SrTiO$_3$ below the phase transition may lead to anisotropic character of the dipolar interaction between impurities. This was observed e.g. in Sr$_{1-x}$Ca$_x$TiO$_3$ system where the quantum ferroelectricity in the plane normal to the tetragonal axis was reported by Bednorz and Müller [135].

The origin of dielectric relaxation in Sr$_{1-1.5x}$Bi$_x$TiO$_3$ was initially attributed to the hopping of Ti$^{4+}$ ions within the oxygen octahedra distorted by the proximity of Sr vacancies [204]. However this hypothesis is in conflict with recent dielectric measurements on [Sr$_{1-1.5x}$(V$_{Sr}$)$_{0.5x}$La$_x$]TiO$_3$ ceramics [205] where the relaxation can be eliminated by a proper annealing. On the other hand, it was found that the lattice parameter of SBiT linearly increases as the content of Bi grows [206, 207]. Taking into account this fact together with the smaller ionic radius of Bi$^{3+}$ ($r^{3+}_{Bi}/r^{2+}_{Sr} \approx 0.86$), Chen Ang et al. [135] suggested an off-centered position for Bi$^{3+}$. Thus, in analogy to K$_{1-x}$Li$_x$TaO$_3$, the off-centered Bi ions on A-site are responsible for the relaxor-type behavior of Sr$_{1-1.5x}$Bi$_x$TiO$_3$.

Only Sr$_{1-1.5x}$Bi$_x$TiO$_3$ ceramics which are not optically transparent have been studied up to now. This is probably related to difficulties of the crystal growth: SBiT is non-stoichiometric compound with a large number of vacancies. Therefore no optical measurements of refractive index, birefringence and SHG are available for SBiT. This is in contrast to KLT and KTN crystals where these methods allow the determination of the phase transition temperature with a high enough precision. The only optical experiment made on SBiT ceramics is Raman scattering [208, 209, 210]. The most prominent feature observed in these spectra is the presence of forbidden TO$_2$ and TO$_4$ modes whose intensity is progressively growing towards higher Bi-content and lower temperatures. Appearance of these polar modes proves the loss of the inversion center at least locally. A similar effect was observed in K$_{1-x}$Li$_x$TaO$_3$ [158]. It is also worth to notice that one of the R-point modes (at $\sim 140$ cm$^{-1}$), which should become active below the antiferrodistortive phase transition in pure SrTiO$_3$ [155], can be observed up to the room temperature. This fact speaks for the simultaneous existence of impurity induced local antiferrodistortive and polar ordering. The splitting of the soft mode typical for KLT below the phase transition [192] was not resolved in SBiT down to 10 K [209] because of its high damping compared to the case of KLT crystals. The detailed determination of the soft mode frequency as a function of temperature is not possible by Raman spectroscopy because of the same reason. Therefore THz and FTIR spectroscopy seems to be the most simple and reliable method for investigation of phonon dynamics in SBiT ceramics.
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Temperature behavior of the IR phonon modes

Six SBiT-x ceramic samples (x = 0; 0.0067; 0.0267; 0.08; 0.133; 0.167) were provided by P. Vilarinho (University of Aveiro, Portugal). The samples were prepared using conventional mixed oxide technology (initial reagents: SrCO$_3$, TiO$_2$ and Bi$_2$O$_3$), details of the synthesis and the microstructure characterization can be found elsewhere [207]. X-ray diffraction analysis of all studied SBiT samples has confirmed their cubic perovskite structure at room temperature. Thin plane-parallel platelets of 8 mm diameter and 75 and 130 $\mu$m thickness were used for TDTTS measurements, 2 mm or thicker plates with optically polished front side were used for BWO and FTIR reflectivity measurements. The obtained reflectivity spectra were normalized to the corresponding submillimeter reflectivity values calculated from the complex permittivity determined by TDTTS.

The normalized experimental reflectivity spectra were fitted together with the THz data by a factorized oscillator model (Equation 1.29); a classical three parameter overdamped oscillator term (Equation 1.28) has been also added in order to take into account the relaxational dispersion below the phonon frequencies. Results of the fit are shown in Figure 3.24 for SBiT-0 and SBiT-0.0267 ceramics. In the pure SrTiO$_3$ sample three transverse optic phonon modes TO$_1$ (soft mode), TO$_2$ (174 cm$^{-1}$) and TO$_4$ (545 cm$^{-1}$) are observed in the cubic phase above the antiferrodistortive phase transition ($T_a \approx 130$ K was reported for ceramics [102]). Below the transition SrTiO$_3$ stabilizes in tetragonal phase (space group I4/mcm) and two additional modes appear in the IR spectra due to the Brillouin zone folding: an IR-active $E_u$ mode at 435 cm$^{-1}$ and a Raman-active $E_g$ mode (denoted as X-mode) activated in IR due to the coupling with the soft mode which becomes possible in ceramics with frozen polarization at grain boundaries [102].

Bi-doping causes appreciable changes in far IR spectra of SBiT (see Figure 3.24b). The soft mode hardens with increasing Bi content and even for x = 0.0067 its frequency becomes higher than the X-mode frequency. Simultaneously, the X-mode frequency lowers by approximately 10 cm$^{-1}$ comparing to the pure SrTiO$_3$ ceramic. This can be understood by the ”repulsive” effect that shifts the observed frequencies of two coupled modes with respect to their bare (uncoupled) values. For the undoped ceramics, the soft mode lies below the $E_g$ mode and the resulting X-mode frequency is shifted to higher values. In contrast, for SBiT samples the soft mode lies above the $E_g$ mode and the X-mode frequency is expected to be lower than the bare frequency. Temperature dependencies of the X-mode and soft mode frequencies for all investigated SBiT samples are shown in Figure 3.25. One can see that for x = 0.08 the soft mode becomes almost temperature independent below the room temperature. Nevertheless its frequency hardens with the increase of bismuth content and reaches the level of 140 cm$^{-1}$ for SBiT-0.167. The dependence of the square of the soft mode frequency on Bi-content is linear at all temperatures with a minor sublinear deviation for low (x < 0.02) concentrations of the dopant. As it was discussed above, a similar effect is observed for KLT and it is explained in terms of the frequency shift of an anharmonic oscillator biased by random electric fields produced by dipole impurities [148]. In the case of Sr$_{1-x}Bi_xTiO_3$ the shift of the soft mode frequency is larger than for K$_{1-x}Li_xTaO_3$. This can be due to the additional internal fields produced by different valence of Bi$^{3+}$ and Li$^+$ ions, Sr vacancies and by larger anharmonicity of SrTiO$_3$ lattice comparing to KTaO$_3$. 
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Figure 3.24: Submillimeter dielectric loss and permittivity (open circles) and IR fits at 295 K (solid line), 160 K (dashed line) and 20 K (dotted line) of pure SrTiO$_3$ (a) and SBT-0.0267 (b).

Figure 3.25: Temperature dependence of the soft mode TO1 (open symbols) and the X-mode (full symbols) frequencies in Sr$_{1-x}$Bi$_x$TiO$_3$. 
The X-mode frequency in SBiT does not depend on bismuth content within the experimental and fitting errors. On the other hand, the dielectric strength of X-mode distinctly decreases with the increase of bismuth content. Unfortunately, the precision of our fits was not high enough for a quantitative estimation of the coupling constant. From the qualitative point of view one can expect an increase of the coupling constant for higher doping by the off-center impurities such as bismuth that tends to distort local lattice symmetry. At the same time, the soft mode hardening induced by the doping diminishes the coupling effect and correspondingly the transfer of the effective charge from the soft TO$_1$ to the X-mode. The latter factor seems to be dominant in SBiT with $x > 0.0267$.

**Relaxational dispersion in Sr$_{1-1.5x}$Bi$_x$TiO$_3$**

Let us discuss now the relaxational dispersion in SBiT ceramics. It is well known that the dielectric relaxation in SBiT spans over a wide frequency range (especially at low temperatures) [211,212]. However, it was not confirmed up to now whether the relaxation-like dispersion reaches millimeter and submillimeter range. Our measurements reveal this type of dispersion in all investigated SBiT samples [175].

The room temperature THz permittivity and losses of all samples are shown in Figure 3.26. In contrast to pure SrTiO$_3$, SBiT samples exhibit appreciably higher losses and a negative slope in the permittivity dispersion. The origin of this dispersion can be attributed to the relaxational hopping of individual (uncorrelated) bismuth ions between the off-center equilibrium positions as the fastest possible polarization process below the optic phonon frequencies. Dielectric losses of SBiT increase with doping for $x \leq 0.08$ and start to decrease above this level. This gives the evidence that at high concentration of Bi ($x > 0.08$) the interaction energy between Bi ions becomes higher than the energy of room temperature thermal fluctuations and most of ions are involved in slow polarization processes which do not contribute to submillimeter losses.

Quantitative analysis of these effects needs to include dielectric data in the MW frequency range. It has been performed by Porokhonskyy et al. [210]. In this work the complex permittivity spectra in a wide frequency range (100 Hz – 1.8 GHz) were fitted together with the THz permittivity and FTIR reflectivity data in the temperature range 100 – 300 K. Relaxational dispersion has been fitted using relaxation time distribution function (see Equation 3.7) where $\psi(\Omega)$ was chosen in the form of symmetrical trapezia. Moreover, the integrand in Equation 3.7 involved strongly overdamped oscillator term instead of Debye relaxation term in order to avoid drawbacks of Debye model in the high frequency limit (for details see [210]).

It was found that there are at least two processes contributing to the submillimeter losses and permittivity of SBiT. First one, denoted here as ”process I”, is a narrow (almost mono-Debye) relaxation located in the THz range at all studied temperatures. Second ”process II” is broader and its center is located around 10 GHz. Its temperature behavior obeys the Arrhenius law which allows us to conclude that the process is thermally activated. Taking into account the fact that the dielectric strength of process II is proportional to Bi concentration in the sample, one can conclude that the process II is related to Bi ions hopping among the off-centered potential minima. Furthermore, the dielectric contribution of process II should correlate with the soft mode frequency. This behavior is expected because the effective dipole moment of
impurity depends on dielectric constant of the lattice determined by the soft mode frequency.

Figure 3.27 shows the dielectric strength of process II normalized by Bi concentration as a function of the soft mode frequency. For low Bi concentrations ($x = 0.67$ and 2.67%) the dependence can be well fitted by a power law $\Delta \epsilon_{II}(T)/x \propto [\omega_{TO_1}(T)]^{-\gamma}$, where $\gamma = 8$. For higher dopant concentrations the soft mode depends on temperature rather weakly such that an accurate determination of $\gamma$ is not possible.

Figure 3.27 gives evidence of interaction between dipolar Bi impurities and highly polarizable SrTiO$_3$ host lattice which enhances the effective dipole moment of relaxing dipoles. As it was shown, the effective dipole moment increases proportionally to permittivity of the host lattice (Equation 3.11). The dielectric contribution of electric dipoles in non-polar surrounding can be described by the Onsager model [213] which takes into account the long-range dipolar interactions. In the limit of high permittivities it writes

$$\Delta \epsilon_{II}(T) = \frac{(\epsilon_{ph}(T) + 2)^2}{2} \frac{1}{3\epsilon_0} N \frac{d_0^2}{3kT},$$

where $d_0$ is the internal dipole moment of impurities and $N$ is their concentration. Taking into account LST relation (Equation 3.2) we obtain

$$\Delta \epsilon_{II}(T)/x \propto [\omega_{TO_1}(T)]^{-4}/T. \quad (3.27)$$

For the rough estimation we may consider $\epsilon_{ph}(T) \propto 1/T$ in the high temperature limit. Then the last equation gives $\Delta \epsilon_{II}(T)/x \propto [\omega_{TO_1}(T)]^{-6}$. Thus the exponent

Figure 3.26: THz dielectric permittivity and losses of SBT-x ceramics at room temperature.
Figure 3.27: Dielectric strength of relaxation process II as a function of the soft mode frequency. Symbols are experimental data, solid line is the fit of the data by power law with exponent $\gamma = 8$. 
$\gamma \simeq 6$ obtained in the framework of our simplified model is appreciably smaller than that observed in the experiment. Perhaps, a more detailed analysis which takes into account the short-range interactions between dipoles has to be performed. However, to the best of our knowledge, no theoretical model for the systems with random impurities which predicts $\gamma = 8$ has been elaborated so far.

The temperature independence of the characteristic frequency of process I indicates that the corresponding polarization mechanism is not related to a thermally activated hopping. It has been assigned to quasi-Debye losses which are activated due to the local breaking of the inversion symmetry (see Chapter 2.1). The characteristic frequency, which is not strongly temperature dependent, is then given by the mean damping of the thermally activated phonons. In agreement with the theory, the dielectric strength of process I vanishes at low temperatures.

In conclusion, the bismuth doping of SrTiO$_3$ ceramics leads to the hardening of the soft mode frequency and to the suppression of its temperature dependence. The frequencies of other IR active modes are almost independent on Bi content. The coupling of the soft mode with $E_g$ symmetry Raman doublet in SBiT-x decreases due to the soft mode hardening for x > 0.0267. An additional dielectric dispersion in the submillimeter range related to the thermally activated hopping of the off-center bismuth ions and quasi-Debye losses appears in all SBiT samples below the soft-mode frequency. SrTiO$_3$ host lattice polarized around Bi dipoles enhances the dielectric strength of thermally activated relaxation process. However the relation between the soft mode frequency and the strength of hopping process is not trivial and is described by a power law with the exponent $\gamma = 8$. 
Conclusion

The main results of the present work are summarized below:

(i). A new approach to the time-domain THz reflection spectroscopy has been developed. It is able to provide in many cases an easy and accurate measurement of the phase of complex reflectance. In this way the complex THz permittivity of opaque samples and thin films can be measured. The corresponding experimental setup has been constructed and tested using different types of samples which were chosen to illustrate the potential applications of the method. The obtained results have confirmed the efficiency and reliability of the approach.

(ii). The analysis of intrinsic and extrinsic dielectric losses in several MW ceramics systems has been carried out. The conclusions for each ceramics system are the following:

(a) Far IR spectroscopic study of Ba(Mg$_{1/3}$Ta$_{2/3}$)O$_3$ (BMT) ceramics has confirmed that Zr-doping during two-step mixed oxide process increases quality factor of BMT ceramics in THz range in agreement with the results of MW measurements. On the other hand, BMT ceramics prepared by alkoxide process are characterized by additional resonances in THz range due to the presence of secondary phase of unknown structure and have appreciably higher intrinsic losses than BMT ceramics prepared by mixed oxide technology.

(b) The poor quality factor of (1-x)CaTiO$_3$–xSr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics with $\tau_f \approx 0$ ($x \approx 0.8$) is mostly a consequence of extrinsic losses which may be eliminated by reducing the defect density in the ceramics. For CaTiO$_3$ ceramics moderately doped with Sr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ the MW dielectric losses are rather close to the fitted intrinsic losses that indicates their high quality.

(c) The low quality factors of (1-x)CaTiO$_3$–xSr(Zn$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics are mostly related to the fundamental (intrinsic) loss mechanisms. In contrast to CaTiO$_3$–Sr(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics there is no technological way to achieve appreciably higher quality of investigated CaTiO$_3$–Sr(Zn$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics.

(d) The MW losses of (1-x)CaTiO$_3$–xLaGaO$_3$ ceramics are mostly determined by intrinsic losses except pure LaGaO$_3$ and compositions with $x \leq 0.25$ where pronounced contribution of extrinsic losses is seen. Comparison of dielectric losses for ceramic and crystalline forms of LaGaO$_3$ shows that the approach for estimation of intrinsic losses by extrapolation of oscillator model down to MW range gives reasonable results.

(e) Extrapolation of the oscillator model fails in the case of (1-x)CaTiO$_3$–xNdAlO$_3$. The only conclusion we can make from comparison of submillimeter and MW losses is the absence of appreciable extrinsic losses for $0.125 \leq x \leq 0.75$. Pure NdAlO$_3$ sample and (1-x)CaTiO$_3$–xNdAlO$_3$ with $x = 0.875$ have extrinsic losses which are due to lower sample quality. Thus CaTiO$_3$–NdAlO$_3$ ceramics with compositions close to the point of temperature stability ($x \approx 0.44$) can be considered as promising materials for MW applications.
Quality factor and dielectric constant of CeO$_2$ ceramics are improved by the addition of 1 mol% CaCO$_3$, but they deteriorate as the Ca$^{2+}$ content further increases. The addition of TiO$_2$ essentially decreases the quality factor of CeO$_2$. Two sources of extrinsic losses (thermal relaxation and quasi-Debye loss) were found in pure ceria, however, the former loss mechanism (thermal relaxation of the defects) is suppressed by doping with 1 mol% of CaCO$_3$ which indicates a possibility of improvement of the CeO$_2$ ceramics quality factor by Ca$^{2+}$ doping.

Far IR and THz dielectric response of three different doped incipient ferroelectric systems K$_{1-x}$Li$_x$TaO$_3$ (KLT), KTa$_{1-x}$Nb$_x$O$_3$ (KTN) and Sr$_{1-1.5x}$Bi$_x$TiO$_3$ (SBiT) have been studied. It has been found that the temperature behavior of the soft mode frequency is strongly dependent on the position of impurity ions in the host perovskite lattice. Li$^+$ and Bi$^{3+}$ ions which occupy off-center position on the A-site of KTaO$_3$ and SrTiO$_3$, respectively, stiffen the soft mode frequency and do not induce any temperature anomaly in its behavior. It seems that this effect is induced by the random electric fields produced by the dipole moments of the off-centered ions. Nb$^{5+}$ ions which substitute Ta$^{5+}$ on the B-site of KTaO$_3$ are involved in the soft mode vibrations and cause a decrease of its frequency compared to pure KTaO$_3$. In addition, a temperature anomaly in the soft mode behavior is observed for sufficiently large concentration of Nb ($x > x_c = 0.008$). At temperatures well above the transition temperature the softening follows the Cochran law like in typical ferroelectrics with displacive phase transition. On approaching $T_c$ the soft mode couples to the relaxation mode of polar clusters; this leads to the rise of central peak which is mostly responsible for the permittivity near the transition point.

The relation between the dynamics of polar regions and the soft mode behavior in doped incipient ferroelectrics is different for different kinds of dopants. In KLT and SBiT local dipole moments of polar clusters stiffen the soft mode frequency at high temperatures. In this case the cooperative dynamics of the clusters leads to order-disorder type transition on cooling and the spontaneous polarization inside nanodomains induces a splitting of the soft mode. On the other hand, in KTN at high temperatures the influence of polar clusters is negligibly small and the soft mode is dominant. The polar clusters become dominant on cooling, close to $T_c$ and below it, due to the coupling with the soft mode.
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