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Dynamics of local photoconductivity in GaAs and InP investigated
by a terahertz scanning near-field optical microscope
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Terahertz scanning near-field optical microscope (THz-SNOM) is employed to measure ultrafast evolution of
terahertz conductivity spectra after photoexcitation of GaAs and InP wafers using ultrashort laser pulses. Unlike
in GaAs, the terahertz photoconductivity decay in InP is controlled mainly by the diffusion of electrons away
from the photoexcited area, and by the drift due to band bending at the surface of the semiconductor. We propose
and discuss several general strategies of the analysis of signals measured using THz-SNOM, and we estimate
the accuracy of the obtained near-field photoconductivity spectra.
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I. INTRODUCTION

Terahertz (THz) radiation is an efficient probe of charge
transport mechanisms and properties in a large variety of
materials, including classical semiconductors [1,2], semicon-
ductor nanostructures [3], and carbon-based materials [3,4].
There are numerous advantages of using terahertz radiation:
its strong interaction with free charges, the presence of charac-
teristic spectral behavior due to carrier scattering rates falling
into the terahertz spectral range, and the noncontact nature
of the interaction, which eliminates the possible electrode ef-
fects. Experiments using time-domain terahertz spectroscopy
can naturally incorporate an optical branch for sample pho-
toexcitation: using the (time-resolved) optical pump—terahertz
probe experiments, it is then possible to follow the photoin-
duced conductivity with subpicosecond time resolution [1,5].

Nowadays, relevant experimental methods as well as data
analysis are well established for the case of conventional
(far-field) transmission spectroscopy; however, its principal
limitation in the context of nanostructures is the long wave-
length of terahertz radiation (1 THz £ 0.3 mm), which does
not allow examination of individual deeply submillimeter ob-
jects due to the diffraction limit. This limit may be overcome
using scanning near-field optical methods [6] or scanning tun-
neling microscopy [7]. Particularly useful is a technique based
on the detection of the radiation scattered from an oscillat-
ing tip [scattering-type scanning near-field optical microscope
(SNOM)]: thanks to the strong enhancement of the incident
field at the nano-sized tip, the scattered radiation encodes
information about the local properties of the sample in close
vicinity of the tip apex [8,9]. It is thus possible to examine
the conductivity or photoconductivity with submicron spatial
resolution even in the terahertz range [10,11].

While the SNOM methods are frequently used for quan-
titative imaging without spectral resolution, the scattered
broadband terahertz radiation contains in principle rich in-
formation about the local conductivity or permittivity spectra.
The relation between the amplitude and phase of the scattered
radiation and the sample properties is far from being simple
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[9] and the models developed inevitably involve consider-
able simplifications regarding the tip, the sample, and their
near-field interactions with the terahertz field. A point-dipole
model [12] is the simplest model, which represents the tip
as a finite-size sphere placed close to a half-space sample.
The scattered signal is then considered to be proportional to
the polarizability of the sphere/sample system. For a more
quantitative analysis, the so-called finite-dipole model was
developed, both for a bulk sample [13] and for layered systems
[14]. This model approximates the tip as a finite conducting
spheroid. In real materials, deciphering the sample proper-
ties can be considerably complicated by a possible spatial
(time-dependent photo-) conductivity profile along the sur-
face normal caused, for example, by a band bending and the
consequent depletion or accumulation of charges close to the
semiconductor surface [15].

In this paper, we theoretically analyze the outputs of THz-
SNOM measurements in photoexcited semiconductors and
the sensitivity of the experiments to important quantities such
as the carrier concentration and the photoconductive layer
thickness. We report on measurements of the ultrafast time
evolution of photoinduced terahertz conductivity spectra in
GaAs and InP. Both these materials with zinc-blende struc-
ture are usually considered as prototypical semiconductors
with well-known properties, thus allowing us to verify our
theoretical outcomes. Despite the apparent simplicity of the
investigated samples, our study indicates that analysis of
the THz-SNOM spectra brings complementary information
to conventional far-field terahertz transmission spectroscopy
such as information on the depth profile of the carrier concen-
tration and its time evolution.

The paper is structured as follows. Parameters of the mea-
surement setup and specifications of samples are introduced
in Sec. II. In Sec. III, we thoroughly analyze the dependence
of the scattered signal on relevant parameters, namely, on
the photoexcited layer thickness and photocarrier density. We
first identify the available measurable signals (Sec. III A) and,
subsequently, we evaluate the sensitivity of these signals to
the photoexcitation parameters (Sec. [II B). In Sec. IIIC, we
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examine how accurately the photocarrier density and photoex-
cited layer thickness can be retrieved from the measurable
signals. In Sec. III D, we briefly discuss the frequency de-
pendence of these results. In Sec. IIIE the detection by
demodulation at higher harmonic frequencies of the tip tap-
ping is analyzed. Experimental results for GaAs and InP are
elaborated in Secs. IV and V, respectively. Finally, all the
results are summarized in Sec. VL.

II. EXPERIMENT

The measurements are done with a scattering-type scan-
ning near-field microscope (Neaspec) where a time-domain
terahertz spectrometer operating in the spectral range between
0.5 and 2 THz is integrated into an atomic force microscope
(AFM) device. The angle of incidence of p-polarized probing
terahertz pulses is 60°. The AFM operates in the tapping
mode; we use 40 nm platinum-iridium tips (Rocky Mountain
Nanotechnology, 25PtIr200B-H40) driven at frequencies 2,
between 50 and 80 kHz. The tip-tapping amplitude was set to
150 nm and the minimum tip-sample distance was 1 nm. Fem-
tosecond laser pulses (central wavelength 780 nm, maximum
pulse energy 2 nJ, repetition rate 100 MHz, pulse duration
100 fs) synchronized in time with the probing terahertz pulses
are used to photoexcite the sample. The scattered terahertz
radiation is collected in a direction perpendicular to the in-
cidence plane and at 60° with respect to the sample normal;
the detected signal is demodulated at second through fifth
harmonics of the tip-tapping frequency Q. The scattered
terahertz spectra were measured as a function of the pump-
probe delay. We verified that the scattered signal exhibited the
expected translational symmetry scarcely disturbed by dust
particles and ensured we measure the spectra in the homo-
geneous areas, far away from any perturbation (Fig. 15 in the
Appendix).

The investigated (110) GaAs and (100) InP are standard
high-resistivity commercial semi-insulating single crystal
wafers with optically polished surfaces. The measurements
are performed under a dry air atmosphere.

III. THEORY

A. Measurable signals

Here we will follow the finite-dipole model [13]. The scat-
tered signal s is assumed to be proportional to the effective
tip polarizability ™™ describing the near-field interaction be-
tween the tip and the sample, and to the far-field reflectance at
the air-sample interface:

s oca™ (1 4 r)?, (M

where m denotes the harmonics of the tip-tapping frequency
(we concentrate on m = 2 and 3, in our analysis). The expres-
sion for the effective polarizability of the tip in the vicinity
of a layered structure was derived in [14]. The second term
on the right-hand side accounts for the fact that the tip is
illuminated both directly and by a beam reflected from the
sample surface and that the scattered light propagates towards
the detector both directly and after being reflected from the
surface [13] (i.e., r is the terahertz far-field p-polarization
reflectance of the sample at 60° incidence in our setup,

including interferences inside the photoexcited layer). Note
that the quantities s”, «", and r, are generally frequency
dependent (for the sake of the graphical clarity we omit mark-
ing this dependence in the formulas).

Altogether, Eq. (1) is a rather complex expression con-
trolled not only by the response of the sample, but also by
the tip geometry and settings of the SNOM (namely, by the
tip radius, minimum tip-sample distance, and the tapping am-
plitude) and by semiempirical parameters (effective tip length
L and the g factor, which is usually set to 0.7 "% according
to the literature [13]).

Similarly to conventional spectroscopies, the detected sig-
nal depends on the intensity and shape of the incident pulse
and on the instrumental response function. These are too
difficult to evaluate, and it is thus necessary to establish a suit-
able reference. The standard possibility is normalization by
the signal scattered from the unexcited sample; the analyzed
scattered signal then reads

Sfﬁ? _ agcnc) a4+ re"C)z = g™ (1+ rexc)z

S — Zexe = .
s @™ (14 rgna)? (1 + rgna)?

gnd gnd

@

Here the subscript exc refers to the photoexcited sample
and gnd to the unexcited sample (ground state), and o™
expresses the ratio of tip polarizabilities in the excited and
ground states. With the scattering-type SNOM, it is possible
to devise a self-referenced scheme, in which one analyzes the
ratio of scattered signals belonging to different tip-tapping
harmonics, m and m’, which is in fact equivalent to the ratio
of the polarizabilities:

(m') (m')
SCXC aCXC (3)

(my — _(m)"
Sexc Qexc

The potential advantage of this approach is the elimination
of the sample reflectance; such strategy could be particularly
interesting for samples with complex surfaces where it may be
difficult if not impossible to estimate the reflectance. On the
other hand, any systematic error in the signal depending on
the harmonics order would translate into a systematic error
in the ratio (3). Such an issue should be eliminated upon
normalization by appropriate ground-state signals:
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This expression is independent of the sample reflectance,
too.

B. Sensitivity study

We examine the sensitivity of these three approaches for
the model case closely related to the experiments with the
GaAs sample presented later in this paper. We consider that
the sample consists of a homogeneous photoexcited layer
with thickness d (Fig. 1) and properties of a high-resistivity
GaAs excited at 780 nm (see the parameters in the caption
of Fig. 2) on top of a semi-infinite unexcited substrate. The
dielectric permittivity of the photoexcited sample (needed for
the calculation of the SNOM response [13,14]) is modeled by
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FIG. 1. Scheme of the model system investigated in Sec. III B
and applicable also for the analysis of measurements in GaAs in
Sec. IV.

the Drude formula:

1 Pexe 6(2) T
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where &4,4 is the ground-state permittivity, &g is the vacuum
permittivity, Ae is the change of permittivity due to photoex-
citation, f is the frequency of the terahertz light, ney is the
density of photoexcited carriers, 7 is their scattering time, and
megr 18 their effective mass. For semiconductors, it is more
natural to describe their photoinduced response in terms of
their photoconductivity,

Ao = —2mifegAe, 6)
or sheet photoconductivity,
AY =dAo. @)

Since we encounter scattering times 7 of about 150 fs and
our central frequency f is about 1 THz, the term 27 ft in
Eq. (5) is close to 1. In turn, our investigations are concen-
trated on the regime where the magnitudes of the real and
imaginary parts of the photoconductivity are comparable to
each other (the same holds for the photoinduced change in the
permittivity).

In Fig. 2, we plot the scattered signal normalized by
that from the unexcited sample [S®, Eq. (2)] along with
its decomposition into the individual terms (ratio of the tip
polarizabilities «® and ratio of far-field reflectances). We
investigate the dependence on the carrier density and pho-
toexcited layer thickness, which are two typical important
parameters to be extracted from the measurements. While
the most important dependence enters through the ratio of
the tip polarizabilities o® [Fig. 2(b)], the far-field reflectance
term (1 + rm)2 /(1 + rgnd)2 starts to play a considerable role
for parameters corresponding to the upper right corner of
Fig. 2(c), i.e., for the highest sheet conductivity values in the
range presented in Fig. 2.

We represent the sensitivity of the measurement by the
term |S” — 1|, which corresponds to the relative change

due to the photoexcitation, [[s{ — sin)]/si|; an analogic

expression, |A™ — 1], is used to characterize the measure-
ment sensitivity with respect to the near-field polarizability.
The calculated data for the signal demodulated at 282, in
our model GaAs sample is shown in Figs. 3(a) and 3(b). The
contour lines show various levels of sensitivity in percents.
Roughly, their shape between 3% and 30% can be approx-
imated by an essentially vertical half line for thicker layers
and a diagonal half line with a slope of —1 in the log-log scale
for thinner layers. This approximation is indicated in Fig. 3(b)
by the red dashed line for the sensitivity of 10%. The same
trend is observed also for the normalized tip polarizability
factor shown in Fig. 2(b) where both the vertical and diagonal
parts are clearly apparent. From these simple comparisons of
Figs. 2 and 3 it follows that up to about 30%, the sensitivity
is controlled by the near-field polarizability, which provides
here the main contribution to the signal. Figures 3(c) and 3(d)
show the real part of conductivity and sheet conductivity
within the explored space of parameters; the borders of the
10% sensitivity are plotted again as dashed lines. It fol-
lows that, in order to observe a 10% change in the signal,
a minimum conductivity change of Re Ao 2 0.5S/cm and
a minimum sheet conductivity change of Re AX 2 4 uS are
required. The full diagonal line in Fig. 3(d) approximately
indicates the onset of the far-field reflectance contribution to
the signal (Re AX 2 1m/S in our model case).

C. Correlation of the retrieved parameters of photoexcited layer

Besides the sensitivity issues, the retrieval is complicated
by the fact that the inverse mapping of the complex signal
S t0 neyxe and d might be ambiguous in some regions of
the parameter space (nexc, d). To learn more about the inverse
mapping, it is convenient to investigate the sensitivity of the
retrieved values (In 7iexe, In d) on the complex signal S, In
our model case, we assume that the absolute errors in the real
(8Sr) and imaginary (8S;,) parts of the complex signal S
(or any other signal examined later in the paper) reach the
same amplitude and that they are not correlated; the errors
in S are then represented by a circle with the radius given
by the error amplitude |§S| [Fig. 4(a)]. For reasonably small
|6S], linear expansion applies and the errors §(Inne.) and
8(Ind) (which are equivalent to the relative errors $#exc /Mexc
and 8d/d) can be expressed using the matrix transformation

: : -1
SInnexe)  [Nexefpes AU\ (65e ®
Sind ) \nexeZmS  g2ms | \8Sin )

Onexe

In general, the initial circle transforms into an inclined
ellipse [Fig. 4(b)], called characteristic error ellipse in the
following. The lengths of its semiaxes dasnor and dajong are
given by the following linear combinations:

SAghort = €0S 06 Inney. + sin 06 Ind

®

8aiong = — SIN O Inneye + cos 06 Ind,

and they represent the errors in the determination of these
linear combinations. It implies that the errors in the quantities
Inne and Ind are in general correlated and that the linear
combination along the shorter semiaxis can be determined
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FIG. 2. (a) The ratio of the complex scattered signals in the excited and ground states demodulated at the second harmonics of the tip-
tapping frequency and its decomposition into (b) the ratio of polarizabilities (near-field contribution) and (c) far-field reflectance contribution.

Model parameters: f = 1 THz, tip-tapping amplitude AH = 150 nm, tip radius R = 40 nm, effective tip length L = 300 nm, and g = 0.7 ¢

0.06i

Properties of GaAs: g44¢ = 13, electron scattering time T = 150 fs, and electron effective mass i = 0.067m,.
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FIG. 3. (a), (b) Contour/colormap plots of the sensitivity of the
signals (a) |S® — 1] and (b) |@® — 1| as a function of photocarrier
concentration and film thickness. The red dashed line in (a) repre-
sents the approximation of the 10% sensitivity contour described in
the text. (c), (d) Plots relating the sensitivity to the corresponding
real (c) photoconductivity and (d) sheet photoconductivity of the
photoexcited layer. The dashed lines correspond to the dashed seg-
ments in the plot (a) and express the minimum values of ReAo ~
0.5S/cm and ReAX ~ 4 uS for achieving 10% sensitivity. The solid
line (ReAX ~ 1 mS) indicates the onset of the far-field reflectance
contribution. A frequency of 1 THz is considered in all panels; model
parameters are the same as in Fig. 2.

with a better accuracy than the linear combination along the
longer semiaxis.

We applied this approach to our model photoexcited semi-
conductor layer and the results represented by dagne and
dajong are shown in Fig. 5, together with the inclination of
the ellipse given by the angle 6. Next, we discuss several
important regions in the (In e, In d) space denoted by num-
bers ® — @ in Fig. 5, where Sagpe is quite small [dark-blue
regions in Fig. 5(a)], i.e., where the resulting error might be
reasonably small for one of the parameters Inng, Ind, or
for their appropriate linear combination. The marked regions
do not have sharp and exact boundaries: the plotted dotted
curves approximately indicate regions with some prominent
properties.

In region O the characteristic error ellipse is nearly vertical
(6 =~ 0°) and reasonably narrow. Consequently, in this region,
the carrier density can be determined accurately (5% error
in the signal amplitude translates into less than 20% error
in nexc). However, Saione acquires very high values (since

(@) (b)

Im S
Ind

[N

Re 5™

FIG. 4. Illustration of the inverse mapping of the measured signal
(ReS, ImS) to the retrieved parameters (In r1exe, Ind).
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FIG. 5. (a), (b) Colormap plots of short (a) and long (b) axes
of the error ellipse in the (In ne, In d) space assuming the absolute
error in the SNOM signal S® of |85®| = 0.05, which seems a rea-
sonable estimate for a typical experiment. (c) Inclination of the error
ellipse as defined in Fig. 4, and, in turn, also the correlation between
the relative errors in nex. and d (87exe /Mexe and 8d /d). (d), (e) Relative
errors in nex and d calculated under an additional assumption that (d)
d is a priori known (8d = 0) or (&) nexc 18 a priori kKnown (8nex. = 0).
In white regions the calculated error is 100% or larger. All the plots
were calculated for the frequency of 1 THz. The numbered regions
are described in detail in the text; they qualitatively indicate areas
where some reasonable information on either excitation density or
photoexcited layer thickness can be retrieved.

|d88(2)/ ad| K |neXC8S(2)/ 0nexc|); therefore, it is practically
impossible to determine the photoexcited layer thickness.

In region @ the characteristic error ellipse is inclined by
45° counterclockwise indicating that the sum Inney + Ind
(or, equivalently, the product n..d) can be retrieved reli-
ably, while the difference Inne — Ind (or, equivalently, the
ratio nex./d) cannot. Thus, this region can yield the sheet
photoconductivity of the photoexcited layer, similarly as the
conventional far-field transient terahertz transmission experi-
ments on thin films.

Region ® is characterized by the best sensitivity for an
independent retrieval of ne, and d. Note that this is the re-
gion where the reflectance term contributes significantly to
the signal as observed in Fig. 2(c) and it thus seems that
it is the interference in the thin photoexcited layer that is
needed to facilitate the deconvolution of the carrier density
and photoexcited layer thickness.

In comparison, we show in Fig. 5(d) the relative error in
Nexc assuming that d is exactly known (e.g., the photoexcited
layer thickness is determined independently from the absorp-
tion coefficient of the material at the excitation wavelength)
and, similarly, in Fig. 5(e), we show the relative error in d
assuming that ne. is exactly known. The accessible regions of
nexe and d become significantly larger under these conditions
and they both resemble the area of small values of ddgpor
depicted in Fig. 5(a) with the exception of region O where the
characteristic ellipse is nearly vertical and therefore d cannot
be determined.

In brief, Figs. 5(a) and 5(c) together show that it is possible
to retrieve either the conductivity or the sheet conductivity
of the sample for a rather large space of parameters.
Figure 5(b) then indicates the region where both ney. and d
can be retrieved with acceptable accuracy.

D. Frequency dependence

So far, we analyzed the signal behavior at the frequency of
1 THz. These conclusions can be easily generalized to an ar-
bitrary frequency when the conductivity is dispersion free and
the layer thickness is small. In such a case, the frequency and
the carrier density controlling the scattered signal appear only
in the form of the ratio ney./ f in Eq. (5). Scaling the frequency
and the carrier density by the same factor thus produces the
same scattered signal. In other words, all patterns drawn in
the (In nexe, Ind) plane just shift in the In nex. direction upon
scaling the frequency (as seen in Fig. 6). More importantly, it
becomes obvious that the analysis of a broadband spectrum
enhances the possibility of reaching a region with a good
sensitivity and thus allows determination of the parameters by
means of a frequency-dependent fit. These findings essentially
underline the advantage in measuring the scattered signal in a
broad spectral range.

In a general case, the frequency dependence is more com-
plicated due to the dispersion of the conductivity described
by the last (Drude) term in Eq. (5) for 27 ft 2 1. Namely, the
imaginary part of the conductivity exceeds the real part at high
frequencies, which leads to an enhancement of the imaginary
part of the signal S® as observed in Fig. 6 for 2 THz. Further-
more, for optically thicker photoexcited layers, interferences
of the terahertz beam in the layer (which essentially depend
on the product nef) become important and further distort
the pattern.

E. Notes on the signals at higher harmonics

A comparison of the ratios S for the signal demodu-
lation at different harmonics m = 2, 3, 4 shows qualitatively
the same behavior for each m (Fig. 7). Quantitative changes
are significant and can be visualized using contour lines. We
observe a considerable vertical shift of the contour line in the
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FIG. 6. Frequency dependence of the signal S® = s

high-signal region, i.e., a shift towards a thinner photoexcited
layer upon increasing the harmonic order. In other words,
by using higher harmonics we reach a better sensitivity for
thinner layers. Such a finding was recently pointed out in
an experimental study of ultrafast carrier dynamics in GaAs
nanobars [15]. Our current theoretical analysis thus further
confirms the fact that a signal demodulated at higher harmon-
ics comes from a thinner layer below the sample surface, and
thus measurements using a set of harmonics in principle carry
information about the depth profile of the photoconductivity.
Unlike the signal S® examined so far, the signal X3
defined by Eq. (4) cancels the reflectivity including the
interferences of the incoming and scattered beams in the pho-
toexcited layer, and it is thus somewhat easier to interpret [see
Figs. 8(a) and 8(b)]. Areas marked as @ and ® are interesting
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FIG. 7. Selected contour lines of the real and imaginary parts of
the ratio S“ at 1 THz for the demodulation at the second, third, and
fourth harmonics of the tip-tapping frequency. The signal levels of
ReS™ and ImS™ corresponding to the displayed contour lines are
indicated close to the ellipses, which visually group contour lines
with the same levels but different tip-tapping harmonics.
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/ Send-

Model parameters are the same as in Fig. 2.

since they approximately represent regions where the pho-
toexcited layer thickness or the carrier density significantly
alter the scattered signal. The signal in region @ (photoexcited
layer thickness exceeding ~50 nm) is controlled almost solely
by the carrier density close to the surface whereas the signal in
region ® (d < 50 nm) is controlled almost solely by the sheet
conductivity. It is thus the latter region in which the SNOM is
selectively sensitive to what happens close to the tip, within
the depth comparable with the tip radius. The drawback of
this approach is a very limited sensitivity even in the “most
promising” areas @ and ® [Figs. 8(c) and 8(d)]: a 5% noise
in the measured signal X >3 translates into at least 40% error
in the retrieved carrier density (region ®) and the sheet carrier
density (region ®), which is ~4 times worse than for the
signals S@. The possibility to independently retrieve both the
photoexcited layer thickness and the carrier concentration is
rather theoretical; there is a very small gap between regions
@ and ® where in the best case, both quantities can be ob-
tained with approximately an order of magnitude accuracy.
The reason is that the scattered intensities s) and s¢3) depend
on neyxe and d in rather similar ways: their ratio is thus almost
constant and only the minor differences are available for the
exploitation of information from the signal.

The character of the signal s2)/sG) is almost identical
to that of the signal X > (apart from the difference in the
amplitudes) and the sensitivity to the errors is the same; for
completeness, the plots are shown in the Appendix in Fig. 16.
Due to the lack of any benefits, this strategy will not be used
for the analysis of experimental data.

IV. EXPERIMENTAL RESULTS FOR GaAs

A. Signal §@

The S® spectra measured on a bulk GaAs wafer (Fig. 9)
exhibit a broad tip-plasmon resonance that redshifts as the
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FIG. 8. (a), (b) Real and imaginary parts of the ratio of the com-
plex scattered signal demodulated at the second and third harmonics,
X@3_ (c), (d) Colormap plots of short and long axes of the error
ellipse in the (In nex, In d) space assuming the absolute error in the
signal X% of 0.05. Note that the color scale indicates much larger
values than in Figs. 5(a) and 5(b). Similarly as in Fig. 4, the numbered
regions qualitatively indicate areas where some reasonable informa-
tion on either excitation density or photoexcited layer thickness can
be retrieved.

density of photoexcited carriers decays with time after pho-
toexcitation. Using far-field transient terahertz transmission
spectroscopy, we verified that the lifetime of photoexcited
charges in GaAs is subnanosecond (Fig. 17 in the Appendix),
which implies that all photocarriers recombine before the next
pump laser pulse impinges on the sample. Immediately after
photoexcitation, the spatial carrier profile is thus a simple
exponential with 1/e decay length of 750 nm in GaAs. Since
the electron mobility in GaAs (~7000 cm? V! s7') is much
higher than the hole mobility (~400 cm? V' s7!), electrons
rather than holes are probed.

For the analysis of the near-field interaction in GaAs, we
approximate the photoexcited area by a layer with a (known)
thickness of 750 nm with constant electron density, lying
on an infinitely thick nonphotoexcited bulk (Fig. 1). The
unknown material parameters are thus the free-electron den-
Sity nexc and the mean electron scattering time t. There are
also two semiempirical instrumental parameters introduced in
[13]: the parameter g (set to g = 0.7 %% according to [13]),
and the effective tip length L (fitted, single value kept constant
within each set of pump-probe delays).

The free-electron density decays exponentially with time
[Fig. 10(a)]; practically the same evolution as well as

0.6 Hb)
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L(c) decay time = 90 ps

st — st (arb. units)
© o o o

o b B o

0 100 200 300
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FIG. 9. (a), (b) The measured real and imaginary parts of the
scattered SNOM signal at different times after photoexcitation z,
normalized by the scattered signal from the unexcited sample [S®,
Eq. (5)] in GaAs. Points represent the experimental data; lines are
obtained from the finite-dipole model fit. (c) Time evolution of the
amplitude of the photoinduced changes of the scattered signals from
photoexcited GaAs demodulated at the second and third harmonics
of the tip-tapping frequency. Both signals are normalized to unity.
Lines: fits by a monoexponential (decay time ~90 ps) with a long-
lived component.

absolute carrier density is deduced from signals demodulated
at the second and third harmonics of the tip-tapping frequency.
This is coherent with the assessed sensitivity [Fig. 5(d)]: the
combination of a close-to-micron-thick photoexcited layer
together with the observed carrier densities of 1 x 10'° to
5 x 10'® cm™ falls just to the region where the carrier density
can be determined with almost the best accuracy. The carrier
density obtained from the measured data immediately after
photoexcitation is ~5.5 x 10'® cm™3.

The excitation pulse energy was 9 pJ and the excitation
spot diameter visible on the camera in the SNOM ~10 um
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FIG. 10. Evolution of the fitted (a) concentration of electrons and
(b) electron scattering time in photoexcited GaAs. The line in (a) is
a fit by a monoexponential (decay time of 246 ps) with a long-lived
component; the line in (b) serves to guide the eye only.

(Fig. 18 in the Appendix) implies an incident fluence of
4.6 x 10" photons/cm?. The excitation density can then be
independently estimated: after accounting for the reflection
losses on the semiconductor surface (~60% for the employed
s polarization and for the angle of incidence of the excitation
beam of 60°) and assuming the penetration depth of 700 nm
[16], we get 2.8 x 107 cm™, a 5 times larger value than that
obtained from the fit. This density is an order of magnitude
lower than the threshold for the absorption saturation for an
800-nm excitation wavelength [17].

It should be stressed that the excitation density is an or-
der of magnitude estimate. Firstly, the determination of the
excitation spot size is inaccurate since it is very small and
there is no way how to resolve the actual beam profile at the
sample surface; the visible spot borders may correspond to
a rather arbitrary drop in the excitation intensity. Moreover,
the excitation spot is rather inhomogeneous and currently we
cannot control the exact positioning of the tip with respect to
the spot and thus the actual sensed carrier density. Keeping in
mind these issues, we consider the correspondence between
the carrier density from the fit of the SNOM spectra and from
the excitation fluence still acceptable.

The free-electron density [Fig. 10(a)] decays almost 2
times faster than the scattered SNOM signal at the maxi-
mum of the terahertz pulse [Fig. 9(c)], and the long-lived
component is somewhat more pronounced. This emphasizes

a complex dependence of the scattered signal on the carrier
density: although the raw evolution of the scattered signal
is more easily measurable, an accurate assessment of the
carrier dynamics generally requires a careful analysis of the
spectra.

It is interesting that from the scattered SNOM signal it
is possible to deduce also a more subtle effect: the evo-
lution of the electron scattering time with carrier density
[Fig. 10(b)]. These results are consistent with the carrier-
density dependence of the electron mobility [18] (which is
directly proportional to the electron scattering time t;) and
which drops almost by a factor of 2 for densities reaching
5 x 10" cm™3. Again, values retrieved from signals demod-
ulated at the second and third harmonics are well consistent,
mostly within 10% error.

The observed effect that the effective tip length depends on
the harmonics of the tip-tapping frequency may seem some-
what puzzling: we obtained 0.87 £ 0.07 um for the second
harmonics, and 1.9 & 0.3 um for the third harmonics. Both
values are considerably shorter than the real AFM tip length
(80 wm). This indicates that one has to consider the effective
tip length as an instrumental parameter with (so far) an unclear
relation to the real geometry of the setup. Nevertheless, the
consistency of the results retrieved from signals demodulated
at different tip-tapping harmonics indicate that one can live
with this approximation. We also realized that the effective
tip length retrieved from repeated pump-probe experiments
differs for different tips and setup adjustments, which sug-
gests that it should be determined upon each change of the
experimental setup.

Finally, note that the ambipolar diffusion length reaches
550 nm in 150 ps (for ambipolar diffusion coefficient D, =
20cm?/s, [19]) and it thus exceeds two-thirds of the initial
excitation depth for the longest investigated pump-probe de-
lays. We verified that assuming the photoexcited layer even
as thick as 1000 nm affects the fitted material parameters by
less than 5%, and it is thus possible to neglect the diffusion
on this level of accuracy. This agrees with the results of
the sensitivity study summarized in Fig. 5(c), which showed
that the scattered SNOM signal is almost insensitive to the
photoexcited layer thicknesses for the given experimental
parameters.

B. Signal X %%

Measurement of the spectra X > is noisier, and the quality
of the fit is much worse [Figs. 11(a) and 11(b)]. Despite
that, both the value of the retrieved electron density and its
evolution [Fig. 11(c)] match very well that found from the
S§@ and S spectra. Since the X>? signal is insensitive to
the layer thickness (Fig. 8), the photoexcited layer thickness
was fixed to 750 nm in the fit; furthermore, the electron
scattering time was fixed to 100 fs. For a good-quality fit, one
needs to consider distinct effective tip lengths 0.7 and 1.4 wm
for the signals demodulated at the second and third harmonics
of the tip-tapping frequency, respectively. The difference from
values obtained from S@ and S® only underlines that this is
an instrumental parameter so far.
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FIG. 11. (a), (b) The measured real and imaginary parts of the
SNOM spectra X ¥ at different times after photoexcitation 7, in
GaAs. Points represent the experimental data; lines are obtained from
the finite-dipole model fit. (c) Evolution of the fitted concentration
of electrons: comparison of results obtained from all three types of
signals examined in the paper. Error bars for the S® and S® signals
were omitted for graphical clarity: their standard deviation is <0.1 x
10" cm,

V. EXPERIMENTAL RESULTS FOR InP - SIGNAL S®

The SNOM spectra measured on bulk InP (Fig. 12) are
at first glance similar to those in GaAs: a broad plasmon
resonance redshifts as the density of photoexcited carriers
decays with time after photoexcitation. The most prominent
difference is the presence of the signal at a “negative” pump-
probe delay, which in fact represents the state of the sample
10 ns after the arrival of the previous excitation pulse. When
such long-lived electrons are present (see also Fig. 17 in the

1.8 &, (ps)

16—e— g5

Re S®

12 600
[—e— 800
—— 10*< —15ps

Im S@

s — 50 (arb. units)

0 200 400 600
Pump-probe delay 1, (ps)

FIG. 12. (a), (b) The measured real and imaginary parts of
the scattered SNOM signal normalized by that from the unexcited
sample [Eq. (5)] at different times after photoexcitation 7, in InP.
Points represent the experimental data; lines are obtained from the
finite-dipole model fit. (c) Time evolution of the amplitude of the
photoinduced changes of the scattered signals from photoexcited InP
demodulated at the second and third harmonics of the tip-tapping
frequency. The signals are normalized to unity.

Appendix), one cannot neglect their redistribution in space
due to the diffusion: The ambipolar diffusion coefficient of
10 cm? s in InP [20] leads to the diffusion length of 3 um
during 10 ns in InP, which is an order of magnitude larger
than the actual absorption depth of ~350 nm [16].

Furthermore, we observe that the decay of the S@ signal
[Fig. 12(c)] is significantly faster than the decay of the far-
field transient transmittance (Fig. 14), which is proportional
to the density of electrons integrated along the sample nor-
mal. This is strong evidence of a force pushing the electrons
away from the surface, which is at the origin of the observed
decrease of the scattered SNOM signal.

To model these two processes, we approximate the spatial
distribution of free electrons using two layers (Fig. 13). The
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FIG. 13. Scheme of the carrier distribution in the model for cal-
culating the SNOM response in InP.

top layer with the thickness dey. contains a time-dependent
free-electron density ney(7p): the layer thickness is set to
the linear absorption depth in InP for pump-probe delays
shorter than 1 ns [Fig. 13(a)], whereas it is allowed to ex-
pand to djp,s for the longest measured pump-probe delay
(10 ns) [Fig. 13(b)]. The bottom layer reaches down to the
time-independent depth djng and we further consider that it
contains a stationary free-electron density 7jop,.

The evolution of the electron density in the top layer
(Fig. 14) obtained from the fit of the SNOM spectra shows
faster dynamics than in GaAs, and considerably faster than
the decay of the far-field signal representing the total electron
density in the sample (including the charges in the deeper
parts of the sample). This confirms the hypothesis that there
is a driving force pushing electrons away from the surface:
band bending is a typical effect responsible for this transport
[15,21]. Dominance of surface recombination can be ruled
out: it would also decrease the total density of electrons,
which is not observed in the evolution of the far-field transient
transmittance.

From the fits we found that the long-lived electrons
spread down to dione = 6.0 um away from the surface and
that their density is njong = 3.3 X 10" cm™ (fit of the signal
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FIG. 14. Evolution of the retrieved concentration of electrons in
photoexcited InP. The red and blue lines indicate the density of the
long-lived charges as obtained from signals demodulated and second
and third harmonics. The gray lines serve as a guide to the eye.

demodulated at the second harmonics of the tip-tapping
frequency) or njgpg = 5.2 X 10'¢ cm™ (fit of the third harmon-
ics). At 600 ps after photoexcitation, the electron density in
the top layer decays below that of the long-lived electrons
deeper in the sample, and it further drops down to almost
zero at 10 ns; at this pump-probe delay, the top layer thickness
expands to djg ns = 1.4 um (we found the same value from the
fits of signals demodulated at the second and third harmonics).
These findings manifest band bending close to the surface
and therefore the presence of a force repelling electrons away
from the surface [15]. Note also that the retrieved distances are
close to the diameter of the excitation spot, which means that
we are at the very limit where neglecting the lateral diffusion
can be justified.

It is interesting to notice that here it was possible to in-
dependently retrieve both the carrier densities and the layer
thicknesses with reasonable accuracy. This benefit may be
understood within the sensitivity analysis performed for the
single-layer system [Figs. 5(a) and 5(b)]: characteristic thick-
nesses around 6 um and carrier densities on the level 3 x
10'® cm™3 fall right in the region where SNOM exhibits a
rather good sensitivity to both quantities (mainly thanks to the
surface reflectance). The density of the long-lived electrons
Mong 18 the only parameter for which the fitting of the second
and third harmonics yields somewhat different values. We
attribute this discrepancy to the fact that the spatial density
profile, upon the combined action of the diffusion and the
repelling force, is rather complex and cannot be reproduced
within the approximation of the applied model involving two
layers with homogeneous carrier density.

The fitted effective tip length (~0.37 wm for both harmon-
ics) differs from the value found when dealing with GaAs
and thus only underlines the conclusion that it is an uncertain
instrumental parameter on the current level of the description.
The fitted initial carrier density is about 5 times lower than the
estimate from the excitation fluence; this comparison is even
better than for GaAs and the difference can be explained in an
identical way.

GaAs and InP have the same crystallographic and sim-
ilar electronic structures and the difference in THz-SNOM
dynamics may thus seem confusing. The radiative recombina-
tion rates in intrinsic GaAs and InP (7.21 x 107'° cm?/s and
1.26 x 107 cm? /s, respectively [22]) imply that in our exper-
imental conditions (photocarrier concentrations of the order
of 10'°-10" cm~?) the bimolecular recombination would
lead to a hyperbolic decay of the signal with time constants
significantly exceeding the time interval between the pump
pulses in the pulse train. This is not observed at least in GaAs.
The lifetimes are thus likely to be controlled by unintentional
doping, which might be very different for GaAs and InP.
We verified that there are certain differences in the dynamics
in (110) GaAs and (100) GaAs, but they are fundamentally
smaller than those between GaAs and InP.

In this work, we focused mainly on the analysis of the
spectra of the scattered signals and on their relation to the
depth profile of the conductivity. The depth-profile sensitiv-
ity (apart from the obvious submicron spatial resolution) is
an additional new feature compared to conventional far-field
transient transmittance measurements. It should be noted that
the depth also influences the dependence of the scattered
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signal on the tip-tapping amplitude [11] and tip-tapping har-
monics [15]. These are two further knobs that provide a piece
of information on the conductivity depth profile. Nevertheless,
further investigations are needed to explore the sensitivity and
applicability limits of such approaches.

VI. SUMMARY

We analyzed theoretically the sensitivity of a THz-SNOM
for the determination of the free-carrier density and thick-
ness of the photoexcited layer with free carriers. The best
measurable quantity for an independent determination of the
carrier density and layer thickness is the ratio of the scattered
signals from the excited and unexcited samples. The indepen-
dent determination is possible for thicker layers thanks to the
interferences of the incoming and scattered terahertz beam in
the photoexcited layer. Analysis based on ratios of scattered
signals at different tip-tapping harmonics is needed in the case
of, e.g., a structured sample surface when it is impossible to
account for the surface reflectance affecting the incoming and
scattered terahertz beam; however, in this case the results are
considerably less accurate and allow the retrieval of either the
carrier density or the layer thickness, but not both at the same
time.

The analysis of GaAs was rather straightforward thanks
to its short lifetime, and in this sense, GaAs is indeed a
prototypical semiconductor for SNOM pump-probe studies
even with high laser repetition rates. In contrast, it turned out
that InP requires a very careful interpretation of the spec-
tra measured by the SNOM. The combination of a longer
lifetime and band bending influences the carrier distribution
over several microns and—due to the high laser repetition
rate—thus affects the signal also at early times when a fresh
laser pulse arrives. In our case, even these slow processes are
directly seen in the spectra despite the fact that THz-SNOM is
typically associated with a submicron spatial resolution.

The possible presence of band-bending effects is an obvi-
ous complication for interpreting the THz-SNOM spectra of
semiconductors, which is only emphasized by the dependence
of the degree of the band bending on the treatment of the
surface. For example, we did not see any manifestation of
band bending in GaAs in this work, while an extremely
rapid escape of electrons from the surface was observed in
the MBE-grown GaAs layer which, moreover, underwent
nanofabrication [15]. On the other hand, the benefit of using
SNOM compared to far-field transmission measurements is
the certain degree of capability to probe and decode the depth
profile of carrier density close to the surface.
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FIG. 15. Illustration of (a) height profile and (b) scattered tera-
hertz signal (measured in the maximum of the terahertz wave form;
demodulated at the second harmonics of the tip-tapping frequency)
acquired from an area of 4 x 4 um? selected on the investigated GaAs
wafer. Both images confirm the homogeneous nature of the surface.

APPENDIX

The Appendix includes supplementary figures. Figure 15
confirms the homogeneity of the sample surface. In Fig. 16
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FIG. 16. (a), (b) Real and imaginary parts of the ratio of complex
scattered signal demodulated at the second and third harmonics of
the tip-tapping frequency, s2)/s3). (c), (d) Colormap plots of short
and long axes of the characteristic error ellipse in the (In 7, Ind)
space assuming the relative error in the signal s2)/s&) of 0.05. In
the white regions the calculated error is 100% or larger. All the plots
were calculated for the frequency of 1 THz and with the same model

parameters as in Fig. 2.
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FIG. 17. Dynamics of the photoconductivity of the investigated
GaAs and InP samples measured by a standard optical pump-THz
probe spectroscopy in the far field. Symbols: measured data; lines:
biexponential fits. Their parameters are 47 ps (80%) plus 790 ps
(20%) for GaAs, and 990 ps (81%) plus the long-lived component
(19%, its lifetime is at least several nanoseconds; a better estimate is
not possible due to the limited time window of the measurement).

FIG. 18. Photo of the excitation spot (red) hitting a groove in
a glass. The profile of the excitation intensity is clearly neither
homogenous, nor Gaussian.

the ratio of scattered signals s2)/s&) is shown, which com-
plements Fig. 8 where the signals are normalized by their
ground-state counterparts. Figure 17 shows the far-field dy-
namics which expresses the evolution of the free-carrier
density integrated over entire thickness of the sample. Fig-
ure 18 is a photo of excitation spot which served for the

estimation of the excitation density.
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